Peroxisomes Are Signaling Platforms for Antiviral Innate Immunity
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SUMMARY

Peroxisomes have long been established to play a central role in regulating various metabolic activities in mammalian cells. These organelles act in concert with mitochondria to control the metabolism of lipids and reactive oxygen species. However, while mitochondria have emerged as an important site of antiviral signal transduction, a role for peroxisomes in immune defense is unknown. Here, we report that the RIG-I-like receptor (RLR) adaptor protein MAVS is located on peroxisomes and mitochondria. We find that peroxisomal and mitochondrial MAVS act sequentially to create an antiviral cellular state. Upon viral infection, peroxisomal MAVS induces the rapid interferon-independent expression of defense factors that provide short-term protection, whereas mitochondrial MAVS activates an interferon-dependent signaling pathway with delayed kinetics, which amplifies and stabilizes the antiviral response. The interferon regulatory factor IRF1 plays a crucial role in regulating MAVS-dependent signaling from peroxisomes. These results establish that peroxisomes are an important site of antiviral signal transduction.

INTRODUCTION

A fundamental feature of eukaryotic cells is the use of membrane-bound organelles to compartmentalize activities and serve as scaffolds for signal transduction. The best-characterized signaling pathways involve membrane-bound receptors that respond to extracellular or lumenal stimuli. In these instances, the spatial separation of an extracellular stimulus from the cytosol mandates the use of organelles as signaling platforms, as transmembrane receptors must transmit information across a lipid bilayer. However, an important gap exists in our knowledge of how stimuli from the cytosol are able to initiate specific signaling events.

How common is the use of organelles in signal transduction from cytosolic receptors? An example of this situation can be found in the study of virus-host interactions. The ability to detect cytosolic viruses depends on the RIG-I-like receptor (RLR) family of proteins, which are soluble RNA helicases that detect viruses containing RNA (and in some cases DNA) genomes (Ablasser et al., 2009; Chiu et al., 2009; Yoneyama et al., 2004). The best characterized RLRs, RIG-I and MDA-5, detect 5′-triphosphate-containing short double-stranded RNA (dsRNA) and long dsRNA, respectively (Kato et al., 2008; Pichlmair et al., 2006). RLRs can either detect viral RNA directly or after RNA polymerase III-mediated transcription of microbial DNA (Ablasser et al., 2009; Chiu et al., 2009; Kato et al., 2008). Mice deficient in either of these RLRs are sensitive to different classes of viruses, underscoring both their specificity of action and their importance in immune defense (Gitlin et al., 2006; Kato et al., 2008).

Although RIG-I and MDA-5 have specificities for different ligands, both induce a common signaling pathway that triggers the expression of type I interferons (IFNs) and IFN-stimulated genes (ISGs). Many ISGs function as direct antiviral effectors, acting to prevent viral genome replication, viral particle assembly, or virion release from infected cells. Generally, it is thought that RLRs induce the expression of IFNs that act in both autocrine and paracrine manners to amplify ISG expression. However, ISGs can also be induced directly upon viral infection, without the need for IFN signaling (Collins et al., 2004; Mossman et al., 2001). At the receptor-proximal level, RLR-dependent responses are regulated by the adaptor protein MAVS (also called IPS-1, Cardif, or VISA) (Nakhaei et al., 2009). Upon viral detection, MAVS binds to RLRs and promotes the activation of NF-κB, AP-1, and various interferon regulatory factors (IRFs), which act to induce ISGs and create an antiviral state in the cell. Although much has been learned about the genetics of RLR signaling, less is known about where within
the cell signal transduction occurs. Identifying the sites of RLR signal transduction is critical to understanding how antiviral networks are integrated into the general cellular infrastructure within which they operate.

The first clue that cytosolic RLR signaling may occur from organelles came from studies of the MAVS adaptor. MAVS contains a C-terminal transmembrane domain that anchors it to the mitochondrial outer membrane (Seth et al., 2005). It is from this location that MAVS is thought to engage active RLRs and induce signal transduction. Whether mitochondria are the only organelles that promote RLR-mediated signaling has not been addressed.

Mitochondria have long been appreciated to have an intimate functional relationship with peroxisomes (Hettema and Motley, 2009). Both are membrane-bound organelles found in mammalian cells and are involved in the metabolism of lipids and reactive oxygen species. However, while mitochondria are well-established sites of both antiviral signaling and antiviral apoptosis, peroxisomes are thought to function solely as metabolic organelles.

Recently, several mitochondrial proteins have been found to reside also on peroxisomes. Included in this group are the outer membrane proteins Fis1 and Mff, which regulate the morphology of both organelles (Gandre-Babbe and van der Bliek, 2008; Koch et al., 2005). Interestingly, Fis1, Mff, and MAVS all have similar domain structures: each contains an N-terminal effector domain and a C-terminal localization motif, which consists of a transmembrane domain and a short lumenal tail containing basic amino acids. That other so-called “tail-anchored” mitochondrial outer membrane proteins operate from peroxisomes raised the possibility that MAVS also functions from these organelles.

We have discovered that MAVS does indeed reside on peroxisomes and can induce antiviral signaling from this organelle. Our work supports a model whereby peroxisomal MAVS induces the immediate expression of antiviral factors that function to contain a nascent infection. Long-term containment of the infection, however, requires the function of mitochondrial MAVS as well. These data demonstrate that peroxisomes are not simply metabolic organelles, but rather serve as critical subcellular hubs that promote MAVS-dependent antiviral immunity.

RESULTS

MAVS Is Located on Both Mitochondria and Peroxisomes

MAVS has a similar domain organization to other tail-anchored membrane proteins that function from mitochondria and peroxisomes (Gandre-Babbe and van der Bliek, 2008; Koch et al., 2005). We therefore sought to determine whether MAVS also resides on peroxisomes. The subcellular localization of MAVS was examined in mouse embryonic fibroblasts (MEFs) whose peroxisomes were marked by a DsRed allele containing a type 1 peroxisomal targeting signal (PTS1). In addition to staining structures that appeared to be mitochondria, MAVS was detected on PTS1-positive peroxisomes scattered throughout the cell (Figure 1A). A similar staining pattern was seen for Mff (Figure 1A), which functions from both peroxisomes and mitochondria (Gandre-Babbe and van der Bliek, 2008). In contrast, the Toll-like receptor (TLR) adaptor protein TIRAP (Fitzgerald et al., 2001; Horng et al., 2001) was not detected on peroxisomes (Figure 1A). To confirm that the peroxisomal staining was distinct from mitochondria, we also stained cells with MitoTracker. Although no costaining was detected between PTS1 and MitoTracker, MAVS was detected on both PTS1-positive peroxisomes and MitoTracker-positive mitochondria (Figure 1B). Similar results were obtained when epitope-tagged MAVS in murine macrophages (Figure S1 available online) or endogenous MAVS in human hepatocytes were examined (Figure 1C). As an independent means of assessing MAVS localization, hepatocytes were biochemically fractionated to separate peroxisomes and mitochondria, which were respectively distinguished by Pex14 and mHSP70 (Figure 1D). Both MAVS and Fis1 (a protein that occupies both organelles [Koch et al., 2005]) were detected in fractions containing either peroxisomes or mitochondria. Collectively, on the basis of studies in both human and mouse cells, these data establish that peroxisomes are a bona fide reservoir of the RLR adaptor protein MAVS.

One possible reason MAVS is present on peroxisomes is that newly synthesized MAVS might first pass through peroxisomes en route to mitochondria. To address this possibility, we used human fibroblasts from a patient lacking a functional Pex19 protein. Pex19 controls peroxisome biogenesis, and thus Pex19-deficient cells contain no peroxisomes or peroxisomal remnant structures (Matsuzono et al., 1999; Sacksteder et al., 2000). Notably, MAVS was delivered to mitochondria in Pex19-deficient cells (Figure 1E), indicating that the pathway to mitochondria does not require a peroxisomal intermediate. Moreover, MAVS localized to both peroxisomes and mitochondria in Pex19-deficient cells that expressed Pex19 after transient transfection or retroviral gene transfer (Figure 1E). It is therefore unlikely that localization of MAVS to peroxisomes is the result of a biosynthetic pathway for delivering outer membrane proteins to mitochondria.

A Systematic Strategy to Separate Functions of Peroxisomal and Mitochondrial MAVS

Our finding that MAVS is located on peroxisomes raises the possibility that these organelles serve as a site of antiviral signal transduction. We first considered using Pex19-deficient cells to address sufficiency of mitochondrial MAVS in antiviral signaling, but since peroxisomes are required for biochemical processes that occur in mitochondria, Pex19-deficient cells have profound defects in mitochondrial function (Wanders, 2004). We therefore used the alternative approach of genetically separating the putative mitochondrial and peroxisomal functions of MAVS. This was accomplished by replacing the previously defined MAVS localization motif (Seth et al., 2005) with a set of domains that instead direct the protein to a single compartment (Figure 2A). Using the localization motif of the peroxin Pex13 (Fransen et al., 2001), we created a protein called MAVS-Pex. By deleting the MAVS localization motif, we also created a cytosolic allele (MAVS-Cyto) (Seth et al., 2005). Because the fidelity of mitochondrial sorting signals is not always transferrable to other proteins (Ingelmo-Torres et al., 2009), we lastly created two different alleles of MAVS containing a sorting signal derived from two proteins residing on the mitochondrial outer membrane protein, either OMP25 or Fis1 (Koch et al., 2005; Nemoto and De Camilli, 1999).
Using retroviral gene transfer of MAVS-KO MEFs, we created cell lines expressing comparable levels of each MAVS allele (Figures 2B and 2C) and determined their localizations by confocal microscopy. Full-length MAVS (MAVS-WT) was located on both mitochondria and peroxisomes (data not shown), and MAVS-Cyto was found on neither organelle (Figure 2D and

**Figure 1. MAVS resides on mitochondria and peroxisomes**

(A) MEFs were transfected with the peroxisomal marker DsRed-PTS1 and Flag-MAVS, myc-MFF, or Flag-TIRAP. Cells were stained with anti-MAVS, anti-myc, or anti-Flag antibodies, respectively. All images for all panels are representative of at least three independent experiments in which over 500 cells were examined per condition and >95% of the cells displayed similar staining.

(B) MEFs expressing Flag-MAVS as well as EGFP-PTS1 and Pex19 from a bicistronic construct were stained with anti-MAVS antibody and MitoTracker to visualize mitochondria.

(C) Huh-7 hepatocytes were transfected with DsRed-PTS1 and endogenous MAVS was detected with anti-MAVS antisera.

(D) Peroxisomes were separated from mitochondria on a Nycodenz gradient with HepG2 hepatocyte lysates. Selected fractions of the gradient were analyzed by immunoblotting with Pex14, mtHSP70, Fis1, or MAVS antisera.

(E) Pex19-deficient human fibroblasts were stained for endogenous MAVS before and after introduction of a functional Pex19 allele as indicated. Mitochondria were stained with anti-mtHSP70 antibody. Peroxisomes were visualized by transfection with a bicistronic construct encoding EGFP-PTS1 and Pex19.

See also Figure S1.
reovirus. We chose reovirus because it is a known inducer of expression of antiviral factors in response to infection with To address the function of peroxisomal MAVS, we monitored the transduction.

Figure 2. Targeting of MAVS to Distinct Subcellular Compartments by Replacement of Its Transmembrane Domain
(A) Schematic of WT and mutant MAVS alleles to be tested for signaling from peroxisomes and mitochondria.
(B) Stable cell lines expressing the MAVS alleles listed in (A) were generated by retroviral transduction of MAVS-KO cells. Resulting transgenic cells expressed a MAVS allele and GFP, whose translation is directed by an IRES. Shown are overlaid histograms of stable populations of each cell line expressing equivalent levels of the bicistronic mRNAs encoding MAVS and GFP.
(C) Lysates from stable cell lines described in (B) and parental MAVS KO MEFs were analyzed by immunoblotting with anti-MAVS antibody.
(D) Micrographs of MAVS chimeric cell lines indicated were stained with anti-MAVS antibody. Peroxisomes were visualized by transfection with DsRed-PTS1. Note that MAVS-Pex resides on peroxisomes, MAVS-Mito on mitochondria, MAVS-Mimic on both organelles, and MAVS-Cyto localizes on neither of the two organelles. All images for all panels are representative of at least three independent experiments where over 500 cells were examined per condition and >95% of the cells displayed similar staining. See also Figure S2.

Figure S2). As expected, MAVS-Pex was found exclusively on peroxisomes (Figure 2D and Figure S2). Of the alleles containing the putative mitochondrial targeting sequences, the allele harboring the Fis1 transmembrane domain was found primarily on mitochondria, whereas the one containing the OMP25 transmembrane domain was located on both mitochondria and peroxisomes (Figure 2D and Figure S2). We therefore refer to the mitochondria-specific allele as MAVS-Mito to indicate its exclusive localization to mitochondria and the allele found on both organelles as MAVS-Mimic to indicate its ability to copy the localization pattern of MAVS-WT. Collectively, this set of MAVS-expressing MEF lines differs only in the subcellular positioning of the signaling domain of MAVS and thereby provides an ideal system to determine the relative roles of mitochondrial and peroxisomal localization in MAVS-dependent signal transduction.

MAVS-Dependent Signaling Occurs from Both Peroxisomes and Mitochondria
To address the function of peroxisomal MAVS, we monitored the expression of antiviral factors in response to infection with reovirus. We chose reovirus because it is a known inducer of both RIG-I and MDA-5 signaling pathways (Loo et al., 2008), allowing direct examination of both RLRs in a single experiment.

Cells were infected with reovirus, and extracts were examined at various times for expression of viperin, a well-characterized ISG (Chin and Cresswell, 2001; Severa et al., 2006). MAVS-WT-, -Mimic-, or -Mito-expressing cells induced viperin expression in response to infection (Figure 3A). This response was MAVS dependent, as MAVS-KO cells showed no change in viperin expression. MAVS-Cyto cells were unable to induce viperin expression, confirming that membrane localization is necessary for MAVS function (Seth et al., 2005). Interestingly, despite the fact that MAVS-Pex is found only on peroxisomes, MAVS-Pex cells induced viperin expression after infection (Figure 3A).

An examination of the kinetics of ISG induction indicated that cells containing MAVS on peroxisomes (MAVS-WT-, -Mimic, and -Pex) induced viperin expression within 4 hr of infection. In contrast, exclusive localization to mitochondria (MAVS-Mito) resulted in viperin expression with delayed kinetics (Figure 3A). These results suggest that localization of MAVS to either peroxisomes or mitochondria is sufficient to induce antiviral signaling but that peroxisomal residence allows for more rapid expression of ISGs. Interestingly, rapid expression of ISGs by MAVS-Pex appeared to be transient, as viperin expression decreased at later times of infection (Figure 3A).

To determine whether peroxisomal signaling by MAVS requires signaling by both RIG-I and MDA-5, we performed
Morphology may change during viral infection. In support of this, signaling was actually occurring on these organelles, then their logical changes in the organelles where signaling occurs, do not allow us to examine individual cells for compartment-specific signaling events. To address this, we took advantage of the fact that various signaling pathways induce morphological changes in the organelles where signaling occurs, including RLR-dependent activities on mitochondria (Castanier et al., 2010; Yasukawa et al., 2009). We reasoned that if signaling was actually occurring on these organelles, then their morphology may change during viral infection. In support of this, reovirus infection induced peroxisomal aggregation and the formation of peroxisomal tubules (Figures S3A and S3B). The tubes formed ranged from approximately 2 μm in length to over 5 μm and depended on MAVS localization to peroxisomes. Cells expressing MAVS-WT exhibited this activity, and cells expressing MAVS-Pex have greatly exaggerated behavior in these assays, with nearly all cells displaying peroxisomes over 5 μm in length (Figures S3A and S3B). Cells expressing MAVS-Mito or MAVS-Cyto exhibited little or no change in peroxisome morphology. These data suggest that RLRs engage peroxisomal MAVS to induce peroxisomal tubules and that the extent of tubulation is determined by the concentration of MAVS on these organelles. These independent assays demonstrate that MAVS-dependent signaling occurs locally (on the peroxisome).

### Peroxisomal MAVS Triggers an IFN-Independent Signaling Pathway that Promotes ISG Expression

The different kinetics of viperin induction by peroxisomal and mitochondrial MAVS suggest that more than one mechanism of RLR-induced ISG expression may operate in virus-infected cells. ISG expression can be induced directly, or it can be induced indirectly through the action of secreted type I IFNs (Collins et al., 2004; Mossman et al., 2001). To determine whether IFNs contribute to expression of ISGs induced by mitochondrial or peroxisomal MAVS, we monitored the rate of IFN production by reovirus-infected cells. As expected, IFN production was dependent on membrane-localized MAVS, and all mitochondrial MAVS proteins (MAVS-WT, -Mimic, and -Mito) triggered IFN production, though with delayed kinetics in the case of MAVS-Mito (Figure 3C). These data indicate that in the case of the mitochondria-localized MAVS proteins, IFN

**Figure 3.** Peroxisomial MAVS Mediates ISG Expression, but Does Not Induce Type I IFN Secretion

(A) MAVS-expressing MEFs and MAVS-KO cells were infected with reovirus. At indicated times, cell-associated ISG expression was determined by immunoblotting with an anti-viperin antibody. (B) Similar to (A) except for infection with influenza virus strain ΔNS1 in lieu of reovirus. (C and D) Cell culture media from (A) and (B) were tested for type I IFN activity using a bioassay. Error bars show the standard deviation of triplicate infections. (E) MAVS-expressing MEFs and parental MAVS-KO cells were treated with 100 IU/ml IFNβ. At indicated times, cell-associated ISG expression was determined by immunoblotting with anti-viperin antibody. Note that all cell lines respond similarly to IFNβ, indicating intact type I IFN signaling. All data are the result of at least two independent experiments. See also Figure S3.
expression coincides with ISG induction. Surprisingly, no detectable IFNs were produced by MAVS-Pex cells. Similar results were obtained with cells infected with influenza virus (Figure 3D), though the relative amounts of IFNs produced with these two viruses differed dramatically, reflecting unique aspects of each virus life cycle. However, our inability to detect a role for IFNs in promoting viperin expression in MAVS-Pex cells was not due to an inability of the cells to respond to IFNs, because addition of recombinant IFNβ was sufficient to induce viperin expression in all cells examined (Figure 3E).

The observation that viperin can be expressed in the absence of type I IFN induction suggests that IFNs may not contribute to ISG expression induced by peroxisomal MAVS. We tested this possibility by infecting cells under conditions in which the functions of IFNs are prevented, by either disrupting protein secretion with brefeldin A (BFA) or by utilizing neutralizing antibodies against secreted IFNs. Both treatments disrupted the activity of type I IFNs produced during reovirus infection (Figures 4A and 4B) and inhibited the expression of viperin by cells expressing mitochondrial MAVS (MAVS-WT, -Mimic, and -Mito) (Figures 4C and 4D). These data indicate that signaling by IFNs promotes viperin expression. However, because these treatments did not completely abolish viperin expression, an IFN-independent pathway of viperin induction must also exist. Interestingly, MAVS signaling from peroxisomes primarily utilized the IFN-independent pathway, as viperin expression within MAVS-Pex cells was largely resistant to these treatments (Figures 4C and 4D). These data therefore indicate that the subcellular positioning of MAVS determines the type of signaling pathway activated during viral infection. Peroxisomal MAVS induces the rapid and direct expression of viperin, which is followed by mitochondrial MAVS triggering viperin expression directly, as well as indirectly through the IFN-mediated feed-forward loop.

The Global Transcriptional Response to Reovirus Infection Is Mediated by the Collective Actions of MAVS-Dependent Peroxisomal and Mitochondrial Signaling

Based on the set of candidate genes examined, our data suggest that peroxisomal and mitochondrial MAVS each induce a complementary set of genes that are collectively induced by MAVS-WT. To determine whether this is the case, microarrays were performed on reovirus-infected cells. Infections were performed for 3, 9, or 16 hr, and RNA was collected for genome-wide expression analysis. At all times examined, similar expression profiles were observed when MAVS-WT and MAVS-Mimic cells were compared, confirming that similarities in MAVS localization are predictive of similarities in MAVS function (Figures 5A and 5B). These cells induced the expression of numerous ISGs, IFNs, and chemokines (Figure 5C). Notably, we were unable to detect the expression of the proinflammatory cytokines TNFα, IL-1β, or IL-6 (data not shown). MAVS-Cyto cells were most

Figure 4. Peroxisomal MAVS Directly Induces Viperin Expression

(A) MAVS-expressing MEFs and MAVS-KO cells were pretreated with 20 μg/ml BFA before infection with reovirus in presence of the drug. At indicated times, cell supernatants were tested for type I IFN activity via a bioassay.

(B) Similar to (A) except type I IFN activity was blocked by addition of 250 NU/ml anti-IFNα and 500 NU/ml anti-IFNβ antibodies after infection with reovirus.

(C and D) Cell lysates from (A) and (B) were tested for ISG expression by immunoblotting with anti-viperin antibody. Note that IFN activity is not required for viperin expression mediated by peroxisomal MAVS.

All data are the representative of at least three independent experiments. Error bars show standard deviation of triplicate infections.
similar to MAVS-KO cells (Figures 5A and 5B), further confirming that membrane localization of MAVS is critical for its function in antiviral signaling. Interestingly, MAVS-Pex- or -Mito-expressing cells displayed a transcriptome that each partially overlapped with that of MAVS-WT cells, but were distinct from one another (Figures 5B and 5C). For example, at 16 hr after infection, MAVS-Mito cells upregulated genes encoding chemokines, ISGs, IFNα, and several IFNα family members (Figures 5B and 5C). MAVS-Pex cells also induced the expression of chemokines and ISGs, but without any detectable changes in IFN expression and with much faster kinetics (within 3 hr). Thus, on a global scale, peroxisomal MAVS induces the rapid expression of ISGs without inducing IFN expression, whereas mitochondrial MAVS promotes IFN and ISG expression but with delayed kinetics. We confirmed these results by examining the expression of several candidate IFNs and ISGs using nCounter, which allows for multiplex analysis of gene expression with the sensitivity of quantitative RT-PCR (Geiss et al., 2008) (Figures S4A and S4B). Overall, at all times examined, most genes expressed by either peroxisomal or mitochondrial MAVS were induced by MAVS-WT or -Mimic (Figures 5B and 5C). These data therefore support a model whereby the host transcriptional response is the result of MAVS signaling from both mitochondria and peroxisomes. We do note however, that the magnitude of antiviral gene expression induced by cells expressing MAVS-WT or MAVS-Mimic was greater than the magnitude induced by cells where MAVS was restricted to a single organelle, which suggests that signaling from both organelles may be coordinated to ensure maximal antiviral gene expression.

Peroxisomal Signal Transduction Creates a Transient but Functional Antiviral State
MAVS-dependent signaling promotes an antiviral state, which is functionally defined as the ability of cells to restrict multiplication of viruses. To determine the significance of mitochondrial or peroxisomal signaling pathways in this regard, we asked whether signaling from either organelle is sufficient to restrict viral replication. We addressed this by infecting MAVS-expressing cells with reovirus and measuring production of infectious virions over time. As expected, MAVS-WT and -Mimic cells were most resistant to infection, and MAVS-KO and -Cyto cells were most susceptible (Figure 6A). These data indicate that MAVS signaling is required to limit reovirus replication. Interestingly, cells expressing MAVS-Pex or MAVS-Mito exhibited an unusual biphasic behavior. Over the first 24 hr, these cells restricted viral replication as well as MAVS-WT, but this capacity diminished, and by 72 hr were most similar to the MAVS-KO cells. These data establish that signaling from either peroxisomes or mitochondria is sufficient to induce a functional antiviral response, but signaling from both organelles is necessary for maximal containment of reovirus replication.

Vesicular stomatitis virus (VSV) is one of many viruses that interfere with type I IFN expression as part of their pathogenic lifecycle (Figures 6B and 6C) (Ferran and Lucas-Lenard, 1997). Under these conditions, the IFN-independent means of signaling that is induced by peroxisomal MAVS may be particularly important in controlling infection. Consistent with this idea, MAVS-Mito cells were as susceptible to VSV infection as MAVS-KO or -Cyto cells (Figure 6D), suggesting that in the absence of IFN production, the mitochondrial signaling pathway is functionally defective. Most notably, MAVS-Pex cells were nearly as effective at controlling VSV as MAVS-WT cells (Figure 6D). These results suggest that MAVS signaling from peroxisomes is the primary means of controlling viruses that interfere with IFN expression, thus underscoring the importance of this organelle in host defense.

Downstream Regulators of MAVS Signaling from Peroxisomes
To identify downstream signaling regulators of peroxisomal MAVS, we overexpressed each MAVS allele in 293T human kidney epithelial cells. MAVS-WT, -Mimic, -Mito, and -Pex each induced the activation of reporter genes controlled by NF-κB and AP-1 (Figure 6E). In addition, an IRF1 reporter and an ISRE that typically reports IRF3 activity were induced, suggesting a role of these IRFs in MAVS signaling from peroxisomes (Figure 6E). MAVS-Cyto did not activate any reporter. Within these cells, we found that ISRE activation by either MAVS-WT or MAVS-Pex was potentiated by overexpression of TRAF3 and inhibited by expression of a dominant negative allele of TRAF6 (Figure S5A), suggesting the involvement of these known RLR regulators in peroxisomal signaling (Saha et al., 2006; Yoshida et al., 2008). In contrast, expression of a dominant-negative allele of the antiviral factor FADD has a minimal affect on MAVS signaling (Figure S5A), which is consistent with a recent report (Balachandran et al., 2007). Notably, overexpression of NLRX1, a negative regulator that is uniquely located on mitochondria (Figure S5B) (Moore et al., 2008) did not interfere with MAVS-Pex signaling, but did inhibit signaling by MAVS-WT (Figure S5A).

To confirm the roles of IRF1 and IRF3 in peroxisomal signaling, we enlisted VSV to study the IFN-independent means of ISG expression, since only the peroxisomal pathway functions to control replication of this virus, although some ISGs were
induced by VSV in cells expressing MAVS-Mito (Figure 6C). MEFs derived from various IRF-KO mice were infected with VSV and assessed for their ability to induce ISGs. Whereas WT cells induced the expression of several ISGs (and no IFNs), cells lacking IRF1 or IRF3 were incapable of inducing ISG expression (Figures 7A and 7B). A few ISGs (e.g., OAS1g) also required another family member, IRF5. These data indicate that IRF1 and IRF3 are central regulators of IFN-independent ISG expression and may act downstream of peroxisomal MAVS.

Cell Type-Specific Actions of Peroxisomal and Mitochondrial MAVS

The prototypical innate-immune adapter MyD88 regulates TLR signaling and induces different transcriptional responses in different cell types. Whether other adaptor proteins also display this diversity of responses is unclear. To address this for MAVS, we examined the function of peroxisomal and mitochondrial MAVS in macrophages. Each MAVS allele was expressed in immortalized bone marrow-derived macrophages isolated from MAVS-KO mice. The localization of each MAVS protein was similar to that observed in MEFs (compare Figures S2 and S3). In response to reovirus infection, macrophages that contained mitochondrial MAVS (MAVS-WT or -Mito) induced transcripts encoding IFNs (Figure 7C) and ISGs (Figure S5D). MAVS-Cyto was unable to induce gene expression in response to reovirus infection. Unlike MEFs, reovirus-infected macrophages expressed inflammatory cytokines such as IL-1β (Figure 7D), IL-6, IL-12β, and TNFα (Figure S5D and data not shown). Another difference between MEFs and macrophages was that MAVS-Mito-expressing macrophages exhibited no kinetic delay in reovirus-induced gene expression. These results suggest that like the TLR adaptor MyD88, the function of MAVS is controlled in a cell type-specific way.

Peroxisomal MAVS induced the expression of some genes to the same levels observed with the WT allele, such as A20, IL-1β, Cox2, CXCL2 (MIP-2α), CCL4 (MIP-1β), and Fos (Figure 7D),
whereas others were induced more than 3-fold but still less than in WT cells, e.g., viperin, IFIT1, and IFIT2 (Figure S5D). Of note, peroxisomal MAVS was unable to induce the expression of any IFN gene in macrophages (Figure 7C). Thus, despite cell type-specific activities of MAVS, a fundamental feature of the RLR signaling network appears to be that peroxisomal MAVS functions to promote an IFN-independent means of gene expression.

DISCUSSION

The best-characterized sensors of cytosolic viruses are members of the RLR family, which enlist the adaptor protein MAVS to initiate antiviral signaling (Kawai and Akira, 2007). MAVS is one of a growing group of tail-anchored membrane proteins, which contain a C-terminal transmembrane domain (Gandre-Babbe and van der Bliek, 2008; Koch et al., 2005; Seth et al., 2005). This anchor was originally reported to promote MAVS recruitment to the mitochondrial outer membrane, providing a landmark of where RLR signaling can occur (Seth et al., 2005). This discovery established that cytosolic detection systems, like extracellular detection systems (e.g., TLRs), use membranes as scaffolds for signal transduction. In the TLR network, however, signaling occurs from a variety of different organelles, not just one (Barton and Kagan, 2009). We report here that in addition to mitochondria, the antiviral signaling protein MAVS is located on peroxisomes in several human and murine cell types.

The central finding of this study—that peroxisomes are a site of signal transduction—was established with a complementary set of assays that measured (1) messenger RNAs (mRNAs) encoding ISGs and IFNs, (2) protein levels of ISGs and IFNs, (3) the induction of a functional antiviral state in cells, and (4) infection-induced changes in peroxisome morphology. In each of these assays, we found that peroxisomes are a site of MAVS-dependent signaling. Moreover, we obtained these results by using several unrelated RNA viruses as physiological triggers of RLR signaling, which suggests that peroxisomal signaling is a fundamental component of the RLR network.

The RLR signaling network now joins the TLRs as pattern recognition systems that signal from multiple organelles. Both systems require that a transmembrane protein be positioned on specific organelles—the receptors themselves in the case of TLRs and the MAVS adaptor in the case of RLRs (Akira et al., 2006; Barton and Kagan, 2009). Interestingly, when considering these two networks, the function of diversifying signaling locale appears to be distinct. In the case of TLRs, differential receptor placement diversifies the types of pathogens that can be detected: TLRs found on endosomes recognize viruses, while TLRs found on the plasma membrane typically recognize bacteria. In contrast, differential MAVS placement does not diversify the types of viruses detected by RLRs, but diversifies the types of signaling pathways that are activated. In the case of reovirus and influenza virus infection of fibroblasts, peroxisomal MAVS triggers the rapid expression of ISGs, whereas mitochondrial MAVS triggers delayed ISG and IFN expression. This diversification is functionally important, as our data indicate that MAVS signaling must occur from both organelles to limit reovirus replication.

Our studies revealed another important similarity between the RLR and TLR networks, that of cell type-specific functions for adaptor proteins. In fibroblasts, MAVS functioned to induce expression of IFNs and ISGs, but not inflammatory cytokines. In contrast, IFNs, ISGs, and cytokines were all induced by MAVS signaling in macrophages. Thus, MAVS can be grouped with the TLR adaptor MyD88 as immune regulators that induce cell type-specific transcriptional responses. What is the benefit of cell type-specific actions of innate immune signaling pathways? One benefit may lie in the primary functions of the cells responding to a given virus. For example, macrophages are dedicated sentinels of the innate immune system. As such, within these cells, infection triggers MAVS-dependent inflammatory cytokine production and antiviral factors. Fibroblasts, in contrast, are tissue-resident cells that are primarily involved in organ homeostasis—a condition that is disrupted under inflammatory conditions. Thus, designing MAVS to induce antiviral factors but not inflammatory cytokines in fibroblasts may aid these cells in maintaining homeostasis under infectious conditions. We speculate that the diversification of adaptor functions in innate immunity may be a general mechanism to tailor signaling pathways to the needs of functionally diverse cell types.

Our finding that peroxisomal localization of MAVS is required for rapid but transient induction of antiviral ISGs whereas mitochondrial MAVS promotes ISG expression with delayed kinetics in fibroblasts is especially intriguing. The kinetic differences of ISG expression were explained by the observation that peroxisomal MAVS induced a cell-intrinsic means of ISG induction, which occurred in the absence of detectable IFN expression. Mitochondrial MAVS induced cell-intrinsic ISG expression as well, but maximal induction occurred through the actions of secreted IFNs. Our studies did not reveal an obvious difference in the downstream regulators activated by peroxisomal versus mitochondrial MAVS, but the studies performed in 293T cells suggest that the selective positioning of negative regulators (e.g., NLRX1) may contribute to organelle-specific responses. Future work will be required to address this point.

The functional importance of RLR signaling from peroxisomes was best revealed by experiments with VSV, which interferes with IFN expression and renders the mitochondrial pathway ineffective. As a result, even though MAVS is present on mitochondria and peroxisomes in WT cells, a functional antiviral response against VSV is only induced by the peroxisomal pathway. We also exploited VSV infection to dissect the peroxisomal signaling pathway using cells derived from genetically-deficient mice. While we found that IRF3 plays a role in ISG expression, this factor is also involved in the regulation of IFN expression (Sato et al., 2000) and may therefore be considered a more general regulator of antiviral gene expression. Indeed IRF3 is also involved in IFN expression induced by non-RLRs (Kawai and Akira, 2007). IRF1, on the other hand, is needed for expression of all ISGs that we examined in VSV-infected cells and is not required for IFN expression (Tamura et al., 2008). IRF1 may thus uniquely control IFN-independent signaling events that lead to ISG expression and antiviral immunity. Our experiments with VSV also revealed a probable benefit of utilizing both IFN-dependent and IFN-independent mechanisms of ISG induction: for pathogens that disrupt the
expression of IFNs, the peroxisomal pathway retains the ability to induce ISGs and create a functional, albeit temporary, antiviral state.

In fibroblasts, the cooperative actions of MAVS on peroxisomes and mitochondria are needed for maximal antiviral immunity, and signaling from each organelle occurs independently of the other. As such, it appears that a simple mathematical equation can be proposed to explain antiviral signal transduction: RLR = Pex + Mito (Figure 7E). If either term in this equation is removed, then the RLR signaling network operates inefficiently, and antiviral immunity is compromised. We note however, that maximal ISG and IFN expression requires signaling from both organelles, which likely indicates that crosstalk exists to allow the two pathways to be properly integrated.

In closing, our studies establish a new function for peroxisomes, that of a subcellular compartment that promotes a rapid response to viral infection. We speculate that additional organelles may harbor pathogen detection systems, and our work provides a mandate to expand the search for these organelles.

**EXPERIMENTAL PROCEDURES**

**Plasmids and Antibodies**

pCMV2 Flag-IPS-1, pE-FH-MAVS, pCDNAS-HA-MLRX1, and the myc-Mff plasmid were gifts from S. Akira, Z. Chen, J. Ting, and A. van der Bliek, respectively. The plasmids Drsd-PT15, bicistronic Pex19/EGFP-PT15, Pex19, EGFP-Pex19, Pex13p-EGFP, and pCMV-TIRAP-flag have been described (Fransen et al., 2001; Horng et al., 2001; Vastiu et al., 2006). Pex19 was amplified from EGFP-Pex19 and inserted into the retrovector pMVC5 IRES GFP. All MAVS constructs are based on the allele BC044925. The full-length (1-540) and a truncated (1-500) sequence were amplified from pEF-HA-MAVS by PCR. For chimeric MAVS alleles, the C-terminal 40 residues were replaced by the following sequences: PEX13 (NM_002618) residues 136-233, FIS1 (NM_016068) residues 127-152, and Omp25 (NM_022599) residues 109-145 by overlap extension PCR and cloned into pMSCV IRES GFP. DNA Transfections and Immunofluorescence

MFEs and Huh-7 cells were transfected with Fugene-6 (Roche) for 24 hr at 37°C. Where indicated, cells were incubated with 250 nM MitoTracker Deep Red FM (Molecular Probes) for 30 min at 37°C prior to fixation. For NLRX1 visualization, Huh-7 cells expressing HA-NLRX1 were incubated with 160 nM MitoTracker for 20 min at 37°C and permeabilized with 0.1% saponin in 80 mM PIPES, 5 mM EGTA, and 1 mM MgCl2 (pH 6.8) for 10 min at 25°C. Cells were fixed with 2% paraformaldehyde for 20 min at 25°C and permeabilized for 10 min with 0.1% Triton X-100. Samples were treated with block buffer (2% goat serum and 50 mM ammonium chloride in PBS) for 30 min, and the appropriate antibodies were diluted in block buffer. Antibody binding was detected using antibodies conjugated with Alexa fluor 488, 594, or 647 (Molecular Probes). Samples were imaged on a Nikon TE-2000 inverted microscope fitted with a video-rate confocal system consisting of a spinning disk confocal head (Yokogawa). Using a 100× oil immersion objective with a numerical aperture of 1.4, confocal images were collected as a 3D stack with a focal step size of 0.27 μm. Micrographs were processed with Adobe Photoshop.

**Virus Stocks, Infections, and Plaque Assay**

Reovirus Type 3 Dearing (Cashdollar lab clone) was propagated on L929 cells and plaque purified as described (Furlong et al., 1988). Cells were seeded 12-16 hr prior to infection on 6-well plates. On the day of infection, medium was replaced by addition of 2 ml fresh medium containing verions at a multiplicity of infection (MOI) of 100, unless stated otherwise. Where indicated, cells were preincubated with 20 μg/ml brefeldin A (Invitrogen) and infections were carried out in the presence of the drug. Type I IFN activity was blocked by addition of 250 neutralizing units/ml anti-IFNα and 500 neutralizing units/ml anti-IFNβ (PBL InterferonSource) antibodies at the time of infection. So that reovirus replication could be assessed, purified virions were diluted in 100 μl attachment buffer (phosphate-buffered saline with 2 mM MgCl2) and incubated with cell monolayers for 1 hr at room temperature. After removal of unabsorbed virus by two washes with attachment buffer, cells were incubated for the indicated times. Next, cells were lysed by freeze/thaw and infectious titers were measured by serial dilution onto L929 cells as described (Middleton et al., 2007).

Influenza virus (A/Puerto Rico/8/34, H1N1) lacking the NS1 gene was propagated in Vero cells as described (Garcia-Sastre et al., 1998) and titrated by plaque assay on MDCK cells. For infection, cell monolayers were incubated with ΔNS1 virus at a MOI of 5 for 1 hr at 37°C in Dulbecco’s modified Eagle’s medium supplemented with 0.3% bovine serum albumin, washed, and incubated with growth media.

VSV (Indiana) infections were performed as described (Cureton et al., 2009), and viral titer was determined by plaque assay on Vero cells.

**Immunoblotting and Type I IFN Bioassay**

Protein extracts were prepared by standard techniques, and 40 μg cell extract was separated by SDS-PAGE and analyzed by immunoblot. Type I IFN activity was measured as described (Jiang et al., 2005).

**Gene Arrays and Bioinformatics**

Cells were infected as described above, and RNA was purified with QIASHredder and the RNeasy Mini Kit (Qiagen). Microarrays were performed by the Molecular Genetics Core Facility at Children’s Hospital Boston supported by NIH-P50-NS40828 and NIH-P30-HD18655. Quantile normalization was used for signal extraction and normalization. Two criteria were applied to identify E). If either term in this equation is removed, then the RLR signaling network operates inefficiently, and antiviral immunity is compromised. We note however, that maximal ISG and IFN expression requires signaling from both organelles, which likely indicates that crosstalk exists to allow the two pathways to be properly integrated.
differentially regulated genes: (1) statistical significance of p < 0.05 and (2) fold change of greater than 2 (ratio > 2.0 or < 0.5). Four thousand eighty-nine genes passed both criteria for at least one of the assayed conditions. Samples are clustered based on the Pearson’s correlation coefficient for the profile of those 4089 genes. The Pearson correlation, hierarchical clustering, and heat map were generated with the R functions “cor,” “hclust,” and “heatmap,” respectively. Signal intensity that reflected mRNA expression was presented on heat maps or scatterplots on a log scale according to a color-coded intensity scale with R software (The R Project for Statistical Computing). Each data point in the scatterplots presented indicates a gene whose expression level exhibited a change >2-fold.

**mRNA Detection and Analysis with nCounter**

nCounter CodeSets were constructed to detect genes selected by the GeneSelector algorithm and additional controls as described. Two hundred and forty thousand cells were lysed in RLT buffer (QIAGEN) supplemented with β-mercaptoethanol. Five percent of the lysate was hybridized for 16 hr with the CodeSet and loaded onto the nCounter prep station, followed by quantification with the nCounter Digital Analyzer. To allow for side-by-side comparisons of nCounter experiments, we normalized the nCounter data in two steps. We first controlled for small variations in the efficiency of processing by normalizing measurements from all samples analyzed on a given run to the levels of chosen positive controls provided by the nCounter instrument. Second, we normalized the data obtained for each sample to the expression of nine control genes (Gapdh, Ik, Mea1, Ndufs5, Ndufa7, Rbm6, Shfm1, Tomm7, and Ywhaz). These genes were described to be unchanged in cells exposed to a variety of infectious conditions (Tomm7, and Ywhaz). These genes were described to be unchanged in cells exposed to a variety of infectious conditions (Amit et al., 2009). For every sample, we computed the weighted average of the mRNA counts of the nine control transcripts and normalized the sample’s values by multiplying each transcript count by the weighted average of the controls.

**SUPPLEMENTAL INFORMATION**

Supplemental Information includes five figures and can be found with this article online at doi:10.1016/j.cell.2010.04.018.
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Abstract
Microbial pathogens exploit the clathrin endocytic machinery to enter host cells. Vesicular stomatitis virus (VSV), an enveloped virus with bullet-shaped virions that measure 70–200 nm, enters cells by clathrin-dependent endocytosis. We showed previously that VSV particles exceed the capacity of typical clathrin-coated vesicles and instead enter through endocytic carriers that acquire a partial clathrin coat and require local actin filament assembly to complete vesicle budding and internalization. To understand why the actin system is required for VSV uptake, we compared the internalization mechanisms of VSV and its shorter (75 nm long) defective interfering particle, DI-T. By imaging the uptake of individual particles into live cells, we found that, as with parental virions, DI-T enters via the clathrin endocytic pathway. Unlike VSV, DI-T internalization occurs through complete clathrin-coated vesicles and does not require actin polymerization. Since VSV and DI-T particles display similar surface densities of the same attachment glycoprotein, we conclude that the physical properties of the particle dictate whether a virus-containing clathrin pit engages the actin system. We suggest that the elongated shape of a VSV particle prevents full enclosure by the clathrin coat and that stalling of coat assembly triggers recruitment of the actin machinery to finish the internalization process. Since some enveloped viruses have pleomorphic particle shapes and sizes, our work suggests that they may use altered modes of endocytic uptake. More generally, our findings show the importance of cargo geometry for specifying cellular entry modes, even when the receptor recognition properties of a ligand are maintained.

Introduction
Eukaryotic cells internalize constituents of the plasma membrane and extracellular cargos by entrapping them in membrane-bound carriers. The most prominent and well-characterized endocytic carriers are clathrin-coated vesicles (reviewed in [1–3]). Coated vesicles transport lipids, proteins, and other essential macromolecules from the cell surface to endosomal organelles. Extensive biochemical and cell biological research supports the following model for conventional coated vesicle formation in higher eukaryotes. The AP-2 clathrin adaptor complex recruits clathrin to the cytosolic leaflet of the plasma membrane and sequesters cargos at the endocytic site [4,5]. The continued assembly of clathrin into a lattice-like configuration helps deform the underlying membranes and ultimately creates an invagination, or ‘pit’ [2]. Recruitment of the GTPase, dynamin, then facilitates scission of the coated pit from the plasma membrane [6], and clathrin is rapidly removed from the cargo-loaded vesicle by the combined action of the heat shock cognate protein 70 (Hsc70) and its co-chaperone auxillin [7,8]. The entire process is typically complete within 30–60 s [9,10].

Coated pits incorporate and internalize soluble cargos of various sizes, such as transferrin (5 nm) [9,11] and low density lipoproteins (25 nm) [9,12]. Many viruses and intracellular bacteria are also internalized by the clathrin machinery [9,13–16]. We previously evaluated how cells internalize the 70×200 nm bullet-shaped vesicular stomatitis virus (VSV). We found that VSV internalization occurs through elongated, partially clathrin-coated structures that have longer lifetimes (~2 min.) than typical endocytic clathrin-coated vesicles and require local actin polymerization for uptake [15]. During VSV internalization, the clathrin coat first assembles as a partially closed dome at one end of the virion [15,17], and growth of the coat stalls when it encounters the long particle axis. Actin assembly then drives one or more late stage(s) of the internalization process, as recruitment of the actin machinery peaks during completion of clathrin assembly, and pharmacological inhibition of actin polymerization blocks VSV internalization without interfering with clathrin coat assembly [15]. Relatively small, spherical viruses like dengue virus (50 nm) [13] and some influenza A viruses (X-31 strain, ~120 nm) [14,18] also enter using a clathrin-dependent route, but it is unclear whether actin function is required for their uptake. Our observations with VSV led us to...
Author Summary

We present a detailed comparison between the clathrin-dependent entry mechanisms of a parental virus (VSV) and its smaller defective interfering particle (DI-T). We used the difference in virion length to probe why actin assembly is required for the uptake of full-length VSV particles by nonpolarized mammalian cells. By imaging the entry of single particles in an unbiased manner, we resolved differences in the maturation kinetics, clathrin content, and actin dependency of clathrin endocytic structures internalizing VSV or DI-T virions. Our principal finding is that, unlike VSV uptake, DI-T internalization does not induce or require robust actin polymerization. We have also established, for the first time, that the geometry of an endocytic cargo can alter the mechanism of clathrin uptake. We propose that VSV-containing clathrin structures display characteristics of ’frustrated’ endocytic intermediates that cells resolve by using the force of actin assembly to deform the plasma membrane into a complete endocytic vesicle.

hypothesize that the physical dimensions of the virion block the ongoing polymerization of clathrin during its uptake, and that the stalled structure recruits regulators of actin assembly whose activity is required to complete the internalization process.

Defective interfering (DI) particles arise spontaneously during virus replication. Such particles depend upon coinfected helper virus to support their replication but contain all the essential automotive elements for genome replication and assembly. One such well-characterized DI particle of VSV is termed DI-T, which lacks 82% of the viral genome [19,20]. Since the length of a VSV particle is dictated by the genome size [21], DI-T particles are 75 nm long and appear as truncated bullets by electron microscopy [22]. DI-T particles contain normal proportions of the viral structural proteins [23], including the viral surface glycoprotein (G), which mediates VSV attachment and entry into host cells.

Here we took advantage of significant differences in the physical dimensions of VSV and DI-T to investigate how the geometry of a viral cargo influences the actin-dependency of clathrin internalization. Using live cell fluorescence microscopic imaging, we compared the uptake mechanisms of VSV and DI-T at the single particle level. We report that in contrast to the clathrin- and actin-dependent uptake of VSV, the shorter DI-T particles enter cells through fully coated clathrin carriers that do not require actin dynamics for vesicle budding. These observations highlight the plasticity of the clathrin endocytic system, where clathrin coats serve as a scaffold to direct actin assembly when the clathrin machinery alone is not sufficient to mediate internalization.

Results

Biological properties of DI-T particles

To generate a clonal population of VSV DI-T particles, we recovered DI-T from cDNA (Figure 1A) [24] and amplified the particles by co-infection of cells with VSV [23]. We separated DI-T particles from VSV by rate zonal centrifugation in a sucrose density gradient. Electron microscopic analysis (Figure 1B, C) confirmed that VSV virions measure 70+/−8 nm by 204+/−14 nm (n = 114) [21], while the shorter DI-T particles have a length of 76+/−8 nm (n = 81) [22]. DI-T particles, like VSV, are covered with spike-like projections that correspond to homotrimers of G protein (Figure 1B), and SDS-PAGE analysis of purified particles confirmed that VSV and DI-T particles contain similar ratios of G protein to core virion components (Figure 1D) [23]. The purified stocks of DI-T lacked full-length virions (Figure 1B), with only a single VSV virion observed amongst more than 3,000 DI-T particles. Limited dilutions of the purified DI-T stock contained ~1x10⁶ plaque forming units of virus per microgram of total viral protein, or 10³ times fewer infectious particles than for an equivalent protein quantity of VSV particles (not shown). Thus, we have successfully purified relatively homogeneous populations of VSV and DI-T particles, which differ only in their physical dimensions.

DI-T particles enter cells by clathrin-dependent endocytosis

To visualize VSV and DI-T by fluorescence microscopy, we covalently labeled the G proteins with spectrally separable fluorescent dye molecules (Alexa Fluor 568 and 647, respectively) using conditions that do not reduce viral infectivity [15]. Spinning disk confocal images of labeled particles adsorbed onto glass coverslips showed diffraction-limited objects with single-peaked distributions of fluorescence intensity values (Figure 1E), indicating that the DI-T and VSV populations primarily consist of individual particles [15]. We tracked the entry of DI-T particles into BSC1 cells stably expressing an eGFP-tagged σ2 subunit of the AP-2 adaptor complex (σ2-eGFP), which incorporates into all clathrin-coated structures that form on the plasma membrane [9,15,26]. Single DI-T particles readily attached to cells and progressed through the following set of defined events (see Figures 2A, B; Video S1 for examples): (1) membrane-bound DI-T particles diffused slowly (D = 5x10⁻¹¹–5x10⁻¹² cm² s⁻¹) and with the random directionality characteristic of Brownian motion; (2) shortly after DI-T attachment, a dim spot of AP-2 signal arose and remained colocalized with the particle, signifying incorporation of DI-T into an assembling clathrin-coated pit; (3) the AP-2 signal steadily increased over time until it peaked as coat assembly completed, and the DI-T particle then underwent an abrupt movement into the cell, after which the AP-2 signal disappeared due to clathrin uncoating. This sequence of events is identical to what we previously observed for VSV entering cells by clathrin-dependent endocytosis [15]. Moreover, the efficiency of DI-T uptake via the clathrin pathway is similar to that of the full-length VSV particles, as 89% (55/62) of DI-T particles that attached to 3 individual cells during imaging entered by clathrin-dependent endocytosis. These data show that DI-T efficiently enters cells through the clathrin pathway and validate the use of DI-T and VSV as comparative endocytic cargos.

Clathrin structures capture VSV and DI-T particles with similar kinetics

To directly compare how DI-T and VSV particles engage the clathrin machinery, we simultaneously inoculated BSC1 cells with the two spectrally distinct particle forms and then analyzed their mode of incorporation into AP-2 containing clathrin structures on a single cell basis (Figure 2C). For each complete virus uptake event, we quantified the kinetics of particle capture by measuring the elapsed time between virion attachment and the appearance of an AP-2 signal that colocalized with the bound particle. The capture time for DI-T particles was 110+/−80 s (n = 121), which is statistically indistinguishable (Student’s t-test, p = 0.2) to that measured for VSV (130+/−125 s (n = 87)) and agrees well with our prior measurements (Figure 2D) [15]. The AP-2 structures that captured DI-T or VSV initiated within a ~250 nm zone (the resolution limit of the optical system) of the attached particle. We therefore conclude that DI-T and VSV particles engage the clathrin system in an indistinguishable manner, which likely reflects a shared mechanism triggered by the same viral glycoprotein-receptor interactions.
Cells internalize DI-T particles using conventional clathrin-coated vesicles

To investigate the characteristics of the clathrin coat responsible for DI-T internalization, we imaged the uptake of both particle forms by the same BSC1 cell. We found that DI-T particles are internalized through AP-2 containing structures significantly faster than full-length virions (Figure 3A, B; Video S2). Quantitative analysis of data compiled from 4 cells showed that pits incorporating DI-T (n = 36) form in 43 ± 14 s, which is similar to the assembly kinetics of pits that lack virus particles (n = 212, 35 ± 10 s) (Figure 3C, Table 1). As expected, AP-2 structures that capture VSV (n = 29) require longer (75 ± 22 s) to complete (Figure 3C, Table 1). A similar analysis conducted in cells transiently expressing eGFP-tagged clathrin light chain A1 (eGFP-Lca) yielded analogous results (Figure 3D, E, Table 1, Videos S3, S4). The interaction of full-length VSV with a cell had no impact on the uptake kinetics of DI-T into the same cell (Table 1).

The different kinetics of DI-T versus VSV internalization suggests that DI-T enters cells through conventional fully coated clathrin structures and not the partially coated vesicles responsible for VSV uptake. To further investigate this possibility, we measured the maximum fluorescent signal of eGFP-tagged AP-2 or clathrin molecules, as this peak signal is known to be proportional to the overall size of a clathrin coat [9,15,26]. We compared this value for structures that contained DI-T with those that contained VSV or lacked either particle. Similar quantities of coat components were present in structures associated with DI-T to those lacking viral particles (Figure 3C, E, Table 1). As expected, VSV-containing structures accumulate more AP-2 and Lca molecules than structures lacking virus (Figure 3C, E, Table 1). Taken together, the above experiments suggest that DI-T enters cells through pits that acquire a full clathrin coat. Consistent with this, electron micrographs of DI-T particles captured during cell entry show particles present in circular pits entirely surrounded by a clathrin coat (Figure 4A). This is in marked contrast to the partial clathrin coat found at one end of the endocytic carriers that internalize VSV (Figure 4B) [15].

Clathrin structures containing VSV recruit more cortactin that pits that internalize DI-T

During the final phase of coat assembly, endocytic clathrin structures associated with VSV show a strong recruitment of cortactin, an F-actin and dynamin binding protein that activates Arp2/3-mediated assembly of branched actin filaments [15,27,28]. To determine whether DI-T uptake is associated with an acute recruitment of cortactin, we monitored internalization

Figure 1. Biological properties of DI-T particles. (A) Structure of VSV and DI-T genomic RNAs. The single-stranded negative-sense RNA genomes are shown in a 3′-5′ orientation. The five viral genes are colored as follows: red nucleocapsid (N) protein gene; orange, phosphoprotein (P) gene; yellow, matrix (M) protein gene; green, glycoprotein (G) gene; blue, large (L) polymerase protein gene. The noncoding genomic terminal leader (Le) and trailer (Tr) regions, which serve as promoters for RNA synthesis and genomic RNA encapsidation, are shown in gray. The DI-T genome comprises 2,208 nts. The 5′ terminal 2,163 nts derive from the 5′ terminus of the parental VSV genome (11,161 nts), and the 3′ terminus contains a 45 nt inverted complement of the wild-type Tr (TrC). (B) Electron micrographs of purified VSV and DI-T particles negatively stained with PTA. Middle panel, inset shows an expanded view of virions from the boxed region to facilitate visualization of the viral glycoprotein spikes. Inset scale bar, 100 nm. (C) Virion geometry. The dimensions of individual DI-T (blue) and VSV (red) particles measured from electron micrographs of negatively stained particles. Each open circle represents the measurement for a single particle. Horizontal red lines denote the mean value of each population, and the numerical means (± SD) are provided above each plot. (D) Protein composition of purified VSV and DI-T particles. Viral proteins (L, G, P, N, and M) were separated by SDS-PAGE and visualized with Coomassie blue staining. The ratio of N protein to G protein was quantified using ImageJ and is displayed below the gel as a comparative measure of average virion surface glycoprotein density in each particle population. (E) Fluorescence intensity of virus particles labeled with Alexa Fluor dye molecules. Purified DI-T or VSV particles were labeled with Alexa Fluor 647 or 568 and imaged on separate glass coverslips using a spinning disk confocal microscope. The fluorescence intensity of individual spots in a single field of view was quantified, and the distribution of intensity values (in arbitrary units, a.u.) for DI-T (blue) and VSV (red) particles is shown.

doi:10.1371/journal.ppat.1001127.g001
into BSC1 cells transiently co-expressing monomeric Cherry-LCa (mCherry-LCa) and low levels of cortactin-eGFP. As previously shown [15,26,29], conventional clathrin-coated pits exhibit minimal cortactin recruitment that typically peaks just before completion of clathrin assembly (Figure 5A, Video S5). Cortactin recruitment is similarly sparse during the uptake of DI-T particles (Figure 5B, Video S6). In marked contrast, and as expected [15], large bursts of cortactin accompany the internalization of VSV (Figure 5C, Video S7). Quantitative analysis revealed that the peak fluorescence intensity of cortactin detected in the late phase of VSV uptake averaged 3-fold higher than the signal associated with pits containing DI-T or pits that did not capture a virus particle (Figure 5D, Table 1). These data suggest that while formation of short-branched actin filaments is required during the late stages of clathrin-mediated VSV entry, this need is obviated during clathrin-dependent DI-T entry.

Actin polymerization is not required for DI-T internalization

To directly test whether actin assembly is required for DI-T entry, we treated BSC1 cells with latrunculin B (latB), a chemical inhibitor of actin filament assembly [30], and tracked the endocytic fate of DI-T and VSV in the same cells. Treatment of cells with 6.3 μM latB did not change the efficiency of DI-T entry (Figure 6A–C, Video S8), but it reduced the internalization of VSV by 75% (Figure 6A–C). As expected [15], latB treatment did not affect the capture efficiency of either particle type by clathrin (Figure 6C). The lifetimes and AP-2 content of pits lacking particles or containing DI-T was similarly unaffected by latB (Figure 6D). We conclude that the shorter DI-T particles bypass the actin requirement displayed by the larger VSV for efficient clathrin-based uptake.

Figure 2. Clathrin structures capture VSV and DI-T particles with similar kinetics. (A) Schematic of clathrin-dependent virus internalization. 1. A particle (blue) attaches to receptor moieties (orange) on the cell surface (black horizontal line), and the virus-receptor complex diffuses in the plane of the membrane. 2. The virus particle is captured by the clathrin endocytic machinery (AP-2, green; clathrin, red) after diffusion into an existing clathrin structure (e.g. Dengue virus) or entrapment within a clathrin structure that initiates in close proximity to the virion (e.g. VSV and influenza A virus). 3. Clathrin assembly completes, and the virus-containing pit is severed from the cell surface in a dynamin-dependent process. Internalization of VSV also requires local actin assembly. Clathrin is rapidly removed from the nascent vesicle, and the vesicle is actively transported further into cell. (B) Example of a complete DI-T internalization event. A single DI-T particle (red) attaches to a BSC1 cell expressing e2-eGFP (green) and diffuses on the cell surface. A dim spot of AP-2 appears beneath the virion, signifying capture of the particle. The AP-2 fluorescence intensity increases as the clathrin coat assembles, and the virus disappears into the cell shortly after the AP-2 signal reaches a maximum (Video S1). Numbered stages correspond to the events described in A. The path of particle motion is depicted as a linear, color-coded trace that progresses with time from blue to red. (C) VSV and DI-T particle capture by clathrin structures in the same cell. BSC1 cells stably expressing e2-eGFP (7 cells) or eGFP-LCa (12 cells) were inoculated with Alexa Fluor 647-labeled DI-T (blue, blue arrowheads) and Alexa Fluor 568-labeled VSV (red, red arrowheads). Time-lapse images were acquired at 4 s intervals using a spinning disk confocal microscope. Left, snapshot of a cell depicting coated pits lacking (white arrowheads) or containing (blue/red arrowheads) virus particles. Right, expanded split-channel views of the region within the dashed box at left. (D) Kinetics of virus capture. BSC1 cells stably expressing e2-eGFP (7 cells) or eGFP-LCa (12 cells) were inoculated with VSV and DI-T particles. Images were acquired at 3-4 s intervals as in C, and the time interval between virus attachment and detection of AP-2 or LCa beneath a virion was quantified for productive internalization events. The distribution of capture times is shown for DI-T (blue) and VSV (red) particles, and the mean time to capture (+/- SD) for each particle population is provided at right. The kinetics of VSV and DI-T capture are not significantly different (Student’s t-test p value = 0.2).
doi:10.1371/journal.ppat.1001127.g002
The major conclusion of our study is that the physical properties of a virus particle dictate the need for engagement of the actin system during its clathrin-dependent uptake into cells. We formulate this conclusion based on tracking the clathrin-dependent internalization of VSV and its shorter DI-T particle into live cells. Internalization of VSV is accompanied by the recruitment of AP-2 to endocytic structures (Figure 3). The first acquired frame of the time-lapse series is designated +0 s, and the capture time of the subsequent images is shown. AP-2 recruitment during the uptake events is shown in A. Left, image quadrants depicting AP-2 accumulation over time (left panels) and at the time of maximum AP-2 signal during each event (right panels). Upper panels in each quadrant show the AP-2 channel alone, and the lower panels show overlays of the virus and AP-2 channels. The highlighted pit from A. is indicated with a white arrowhead, and virus particles are colored as in A. Right, fluorescence intensity (in arbitrary units, a.u.) of AP-2 over time for the events shown at left and in A. The time of AP-2 detection above the local background was set to t = 0 s for each event. (C) Kinetics and AP-2 content of endocytic structures. The plots show the relative lifetime (left) and maximum fluorescence intensity (right) of AP-2 during the uptake of coated pits lacking virus (pits, black) or structures that internalized DI-T (blue) or VSV (red) particles (from 4 cells). Values are expressed as percentages to facilitate comparison of viral and nonviral uptake events across multiple cells. Approximately 50 pits lacking virus were analyzed in each cell, and the mean of the measured values was calculated for each parameter. The values for each nonviral and viral uptake event were divided by the mean for pits lacking virus in the same cell, and the resulting values were multiplied by 100. Each open circle represents a single uptake event, and horizontal red lines demark the mean of the compiled population. The number of events is provided above each plot. Numerical values and statistical analyses are provided in Table 1. (D) Clathrin recruitment during virus entry. Left, kymograph views of internalization events from a single BSC1 cell transiently expressing eGFP-LCa (Videos S3, S4). Images were captured as in A and displayed as described in B. Right, fluorescence intensity of eGFP-LCa over time for the events shown at left. (E) Kinetics and clathrin content of endocytic structures. The plots show the relative lifetime (left) and maximum fluorescence intensity (right) of clathrin during the uptake of coated pits lacking virus (pits, black) or structures that internalized DI-T (blue) or VSV (red) particles (from 3 cells). Data were calculated and plotted as described in C. Numerical values and statistical analyses are provided in Table 1.

doi:10.1371/journal.ppat.1001127.g003

Discussion

The major conclusion of our study is that the physical properties of a virus particle dictate the need for engagement of the actin system during its clathrin-dependent uptake into cells. We formulate this conclusion based on tracking the clathrin-dependent internalization of VSV and its shorter DI-T particle into live cells. Internalization of VSV is accompanied by the recruitment of
The importance of particle length for the clathrin-dependent endocytosis of VSV

Receptor-dependent signaling events lead to actin filament assembly during the clathrin-independent uptake of other viruses, including poliovirus and coxsackie B virus [31,32]. Here we show that the initial interactions of DI-T with the cell are indistinguishable to those of VSV, as both particle types diffuse slowly on the cell surface and are captured by coated pits with similar kinetics (Figure 2). Such similar behavior suggests that DI-T and VSV engage an as yet unknown viral receptor in an analogous manner. Since initial receptor interactions appear indistinguishable, it seems remote that VSV G-receptor interactions induce a signaling cascade that leads to actin polymerization at sites of VSV but not DI-T uptake. We therefore conclude that the glycoprotein is not the primary trigger of actin assembly during clathrin-dependent VSV internalization.

We previously showed that endocytic structures containing VSV do not acquire a full clathrin coat [15], which agreed with earlier electron micrographs depicting virus particles in tubular invaginations with clathrin at the cytosolic tip [17]. The morphology of those structures suggests that cells initially capture one tip of the virus particle, and clathrin assembly stalls when the constricting coat encounters the long axis of the virion (Figure 7). Here we found that DI-T particles do not alter the process of clathrin-coated vesicle formation (Figures 3, 4). This finding implies that clathrin can fully enclose cargos displaying VSV G provided that the particle shape does not physically prohibit clathrin assembly or those structures suggest that cells initially capture one tip of the virus particle, and clathrin assembly stalls when the constricting coat encounters the long axis of the virion (Figure 7). Consequently, the physical properties of the VSV particle captured by a clathrin-coated pit are what dictate the altered mode of actin-dependent uptake. We therefore propose the model (Figure 7) that it is the particle shape that frustrates completion of the clathrin-coated pit. The stalled clathrin structure then recruits the actin machinery required to finalize internalization. The shorter DI-T particles no longer provide such a physical barrier during engulfment, which results in their actin-independent internalization through coated vesicles that acquire a full complement of clathrin.

The importance of particle length for the clathrin-dependent uptake of VSV

<table>
<thead>
<tr>
<th>Particle(s)</th>
<th>Fluorescent protein(s)</th>
<th>Treatment</th>
<th># Expts/# Cells</th>
<th>Events analyzed</th>
<th># Events</th>
<th>Lifetime</th>
<th>% Lifetime</th>
<th>% Max fluorescence</th>
</tr>
</thead>
<tbody>
<tr>
<td>DI-T</td>
<td>α2</td>
<td>1/3</td>
<td>DI-T</td>
<td>62</td>
<td>47+/−13 s</td>
<td>ND</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>DI-T+VSV</td>
<td>α2</td>
<td>1/4</td>
<td>pits</td>
<td>212</td>
<td>35+/−10 s</td>
<td>100+/−24</td>
<td>100+/−23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DI-T</td>
<td>36</td>
<td>43+/−14 s</td>
<td>128+/−37**</td>
<td>119+/−38**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VSV</td>
<td>29</td>
<td>75+/−22 s</td>
<td>224+/−68**</td>
<td>148+/−48**</td>
<td></td>
</tr>
<tr>
<td>LCa</td>
<td>1/3</td>
<td></td>
<td>VSV</td>
<td>209</td>
<td>44+/−19 s</td>
<td>100+/−34</td>
<td>100+/−26</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DI-T</td>
<td>48</td>
<td>44+/−14 s</td>
<td>100+/−30</td>
<td>99+/−26</td>
<td></td>
</tr>
<tr>
<td>DI-T+VSV</td>
<td>α2</td>
<td>2/4</td>
<td>lat B</td>
<td>193</td>
<td>47+/−14 s</td>
<td>100+/−27</td>
<td>100+/−27</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DI-T</td>
<td>46</td>
<td>54+/−21 s</td>
<td>118+/−46*</td>
<td>133+/−42**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VSV</td>
<td>20</td>
<td>141+/−104 s</td>
<td>298+/−198**</td>
<td>207+/−59**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>lat B</td>
<td>31</td>
<td>615+/−216 s</td>
<td>1283+/−430**</td>
<td>192+/−73**</td>
<td></td>
</tr>
<tr>
<td>DI-T</td>
<td>LCa + cortactin</td>
<td>1/3</td>
<td>VSV</td>
<td>155</td>
<td>51+/−19 s</td>
<td>100+/−34</td>
<td>100+/−50</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DI-T</td>
<td>30</td>
<td>65+/−28 s</td>
<td>129+/−63*</td>
<td>130+/−63*</td>
<td></td>
</tr>
<tr>
<td>VSV</td>
<td>LCa + cortactin</td>
<td>1/3</td>
<td>VSV</td>
<td>220</td>
<td>52+/−24 s</td>
<td>100+/−36</td>
<td>100+/−66</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21</td>
<td>166+/−63 s</td>
<td>335+/−105**</td>
<td>300+/−164**</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Summary of kinetic and fluorescence intensity data.

<table>
<thead>
<tr>
<th>Summary of kinetic and fluorescence intensity data.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kinetic and fluorescence values are provided as the mean +/- SD for all events in a given context. The number of experiments and cells analyzed is indicated. The absolute lifetimes are expressed in seconds (s). The % lifetime and % maximum fluorescence intensity values were calculated as described in the legend of Figure 3C. The % maximum fluorescence intensity of cortactin is provided for events analyzed in cells co-expressing mCherry-LCa and cortactin-eGFP. A two-tailed Student’s t-test was used to determine whether data from 2 categories differ in a statistically significantly manner. (*) denotes a statistical difference with a p-value &lt;0.005 and &gt;0.0005 when comparing data in a given category to data for pits lacking virus in the same category. (**) similarly denotes a p-value &lt;0.00005. All values for VSV are significantly different (p&lt;0.005 for % max AP-2 fluorescence; p&lt;0.00005 for all other categories) from those measured for DI-T particles in the same context. ND, not determined.</td>
</tr>
</tbody>
</table>
plaque boundaries during the final phase of clathrin assembly [26], and plaques and not conventional coated pits in several types of nonpolarized mammalian cells [26,41]. Thus, while actin dynamics play an evolutionarily conserved role in clathrin-dependent endocytosis, mammalian cells regulate the interplay between the clathrin and actin systems.

Our analyses of VSV and coated plaque internalization reveal two properties that correlate with their actin-dependent uptake mechanisms. First, plaques and VSV-containing structures remain on the plasma membrane for ≥2-fold longer than standard coated pits [15,26] (Figure 3C, E). The prolonged presence of a clathrin lattice might promote interactions between clathrin-associated proteins and regulators of actin polymerization. Second, clathrin plaques and VSV-containing structures physically differ from standard coated pits. Plaques fail to constrict their outer boundaries during the final phase of clathrin assembly [26], and pits containing VSV lack a complete clathrin coat [15,17]. Such unusual structural features might attract proteins that associate with exposed lipids, such as dynamin. Indeed, significantly more dynamin molecules accumulate during the final stages of VSV uptake [13]. This localized increase in dynamin may enhance the recruitment of dynamin-interacting proteins with the capacity to bind lipids and activate the Arp2/3 complex through N-WASP, including endophilin, syndapin, and SNX9 [42–46]. Although these proteins may link the clathrin and actin systems and facilitate localized membrane remodeling during endocytosis (reviewed in [47]), further studies are needed to determine whether they play a role in clathrin-dependent VSV endocytosis. Comparative studies of VSV and DI-T uptake may provide a useful tool to dissect the mechanisms that regulate actin assembly during clathrin-mediated endocytosis.

Implications for the internalization mechanisms of other viruses

The dimensions of the actin-dependent VSV particle and the actin-independent DI-T particle fall within the range of shapes present in many pleomorphic viruses. Our work suggests that this may lead to important distinctions in their mode of uptake. For example, some influenza A virus strains, such as X-31, produce spherical particles that measure 80–120 nm in diameter [18]. By contrast, the Udorn strain forms filamentous particles that measure 80–100 nm wide and up to 30 microns in length [48,49]. Although influenza A virus can enter cells by clathrin-dependent and -independent mechanisms [14], the impact of particle shape on the entry pathway remains unknown. It seems likely that remodeling of the cortical actin cytoskeleton will be important for uptake of filamentous influenza particles, and clathrin may facilitate local membrane deformation during the endocytic process. The Arenaviridae generate roughly spherical particles that range in diameter from 40–300 nm [50,51], and it is known that clathrin function is important for efficient infection of cells by some New World arenaviruses [52]. It will now be of interest to determine whether spherical particles of different diameter employ altered modes of clathrin-based endocytosis.

Pseudotyping is often used to study the entry pathway of highly pathogenic viruses, including the long filamentous filoviruses, Ebola and Marburg, as well as several arenaviruses. Such pseudotypes are frequently based on VSV or retroviral virions in which the endogenous entry proteins have been replaced with the surface glycoproteins of the pathogenic virus [53–56]. Although viral pseudotypes are useful for studying the entry process, VSV and the spherical virions of retroviruses (~100 nm in diameter) do not accurately recapitulate the sizes or shapes of the pleomorphic viruses. Our studies of VSV and DI-T clearly show that virion geometry can fundamentally alter aspects of the viral internalization process. Therefore, it is critically important to study viral endocytosis using pseudotyped or virus-like particles that closely approximate the physical properties of a virus in question.

Materials and Methods

Cells and viruses

African green monkey kidney BS-C-1 cells (herein BSC1, American Type Culture Collection (ATCC) CCL-26; Manassas, VA) and Vero cells (ATCC) were maintained at 37°C and 5% CO₂ in Dulbecco’s Modified Eagle Medium (DMEM, Invitrogen Corporation; Carlsbad, CA) supplemented with 10% fetal bovine serum (Tissue Culture Biologicals; Tulare, CA). BSC1 cells stably expressing rat σ2 adaptin-eGFP (σ2-eGFP) [9] were maintained as above in the presence of 0.4 mg mL⁻¹ geneticin (G418, Invitrogen).
Recombinant VSV (rVSV) [25] was amplified and purified as before [15]. Defective interfering T (DI-T) particles of VSV were recovered from a cDNA clone of the DI-T genome [24]. The DI-T particles were amplified by co-infecting baby hamster kidney cells (BHK-21, ATCC C-13) with rVSV (multiplicity of infection (MOI) 50). A subsequent passage was performed by inoculating cells with filtered, undiluted supernatant from the primary amplification and rVSV (MOI of 50). Viruses were concentrated by centrifugation at 44,000 \(g\), and the virus pellet was resuspended in NTE (10 mM Tris pH 7.4, 100 mM NaCl, 1 mM EDTA). The two particle forms were separated on a 15–45% sucrose gradient prepared in NTE by centrifugation at 77,000 \(g\) for 5 h. The DI-T particles were extracted from the upper virus band, concentrated as before, and resuspended to 1 mg mL\(^{-1}\) of total protein in PBS.

Dye conjugation to virus particles

Purified DI-T and VSV particles were labeled with Alexa Fluor dye molecules (Molecular Probes, Invitrogen) as previously described [15] except that the final dye concentration in the labeling reaction was reduced to 25 \(\mu\)g ml\(^{-1}\). Plaque assays of virus preps before and after labeling showed that dye conjugation did not affect the infectivity of VSV particles or the capacity of DI-T virions to inhibit plaque formation by VSV. The surface density of G protein on VSV or DI-T particles was estimated by measuring the ratio of G protein to N protein in each particle population. To separate and visualize the viral proteins, purified virions were subjected to SDS-PAGE using 10% polyacrylamide and 0.13% bis-acrylamide and stained with Coomassie blue. The relative amounts of N or G protein were established using ImageJ (U. S. National Institutes of Health, Bethesda, Maryland; http://rsb.info.nih.gov/ij/).

Nucleic acid transfection

BSC1 cells were seeded into 6-well plates at \(\sim 60,000\) cells per well 16–20 h prior to transfection. Plasmid DNA was introduced into the cells using FuGENE 6 (Roche Diagnostics; Indianapolis, IN), as previously described [15].

Figure 5. Clathrin structures containing VSV recruit more cortactin that pits that internalize DI-T. (A) Cortactin recruitment during coated pit formation. Left, snapshot showing the surface of a BSC1 cell transiently expressing cortactin-eGFP (green) and mCherry-LCa (red) at 18 h post-transfection. Time-lapse images were acquired at 3 s intervals, and frame 83 is shown. Middle, split channel kymographs of coated pit formation in the cell at left. Right, example plot of cortactin and clathrin fluorescence intensity over time during the formation of a single clathrin-coated pit in the cell shown at left (Video S5). (B and C) Examples of cortactin recruitment during DI-T (B) and VSV (C) uptake. BSC1 cells transiently expressing mCherry-LCa (red) and cortactin-eGFP (green) were inoculated with Alexa Fluor 647-labeled DI-T or VSV, and images were acquired as in A. Left, split-channel kymographs of protein and virion (blue) fluorescence intensity over time (Videos S6, S7). Images in the right-hand panels show a snapshot of the maximal cortactin or clathrin fluorescence, and white arrowheads highlight the peak cortactin signal. Right, plots of the cortactin and clathrin fluorescence intensity over time for each internalization event. (D) Relative peak fluorescence intensity of cortactin in cells co-expressing mCherry-LCa and cortactin-eGFP. At 18 h post-transfection, samples were separately inoculated with DI-T or VSV particles, and images were acquired as in A. For each cell that was imaged, the maximum cortactin fluorescence associated with \(\sim 50\) pits lacking virus particles (pits, black) and all pits that internalized a DI-T (left, blue, 3 cells) or VSV (right, red, 5 cells) particle was measured. The data are plotted as described in the legend of Figure 3C, and the number of events is shown above each plot. Numerical values and statistical analyses are provided in Table 1.

doi:10.1371/journal.ppat.1001127.g005
IN) according to the manufacturer’s instructions. Prior to transfection, media on the cells was replaced with 1 ml OPTIMEM (Invitrogen). After addition of the transfection mixture, cells were incubated at 37°C for 5 h, and the existing media was supplemented with 2 ml DMEM containing 10% FBS. To ensure optimal replacement of endogenous clathrin light chain molecules with rat eGFP-clathrin light chain A1 (eGFP-LCa) [9], cells were transfected with 0.75 µg of plasmid DNA encoding eGFP-LCa. The cells were cultured for ~36 h and seeded onto glass coverslips ~14 h prior to image acquisition. Co-expression of mCherry-LCa (constructed as described for tomato-LCa [8]) and mouse cortactin-eGFP [57,58] was achieved by transfection of cells on glass coverslips with 1 µg of each plasmid, and the cells were imaged ~18 h later.

Figure 6. Actin polymerization is not required for DI-T internalization. (A) The endocytic fate of virus particles after inhibition of actin polymerization. BSC1 cells stably expressing α2-eGFP (green) were treated with 6.3 µM latB for 12 min. and inoculated with DI-T and VSV particles in the continued presence of latB. Time-lapse images of a single cell were acquired at 4 s intervals for 692 s, and an 8.8 x 5.0 µm² area of the cell surface is shown. The upper panels show the complete internalization of a DI-T particle (blue, blue arrowheads), where +0 s indicates the first frame of the time-lapse series. The lower panels show the subsequent capture but failed internalization of 2 VSV (red, red arrowheads) particles on the same area of cell membrane (time scale continued from above) (Video S8). (B) AP-2 fluorescence intensity for the events shown in A. Note that the adaptor fluorescence associated with the DI-T particle (blue) and a conventional coated pit (black) that formed within the same membrane area peak and disappear normally, while the adaptor signal associated with the upper-most VSV particle (red) does not, signifying failed internalization. (C) Effect of latB on the efficiency of virus capture and internalization. BSC1 cells stably expressing α2-eGFP were treated and imaged as described in A. Left, the percentage of virus particles that were captured by a clathrin structure after attachment. Right, the percentage of captured virus particles that were successfully internalized within 300 s of capture (see D. for details). Cumulative data are from 5 cells. (D) Effect of latB on the lifetime and peak fluorescence intensity of AP-2 in clathrin structures. Data were acquired as described in A. and displayed as in the legend of Figure 3C. Left, relative lifetime of AP-2 in structures that lack (pits, black) or capture a virus particle. Inset shows a rescaled distribution of the pit and DI-T internalization events. Right, maximum fluorescence intensity of AP-2 in the events at left. Data are from 4 of the 5 cells analyzed in C, as thermal drift during imaging prevented accurate fluorescence intensity measurements in one cell. The number of events in each category is shown above the corresponding plots at right. DI-T (blue) data consists only of productive internalization events. VSV events are categorized as productive internalizations (VSV entry, red) or non-productive captures (trapped VSV, red). A non-productive capture is defined as a stable colocalization between a spot of AP-2 and a VSV particle that began at least 300 s before the last captured image and did not result in virus uptake before cessation of imaging. The 300 s cutoff was chosen because a majority (22/24) of productive internalizations occurred within 300 s of capture. Captures in which the final image frame was acquired before 300 s elapsed were excluded from the analysis, as the eventual endocytic fate of the particle cannot be predicted.

doi:10.1371/journal.ppat.1001127.g006
with virus to result in attachment of centrifuged briefly to remove aggregates, and cells were inoculated to visualize the acquired data.

configuration, a single pixel corresponds to \(0.07 \text{ m}^2\) of cell surface area. Time-lapse acquisitions were typically carried out for 8–10 min. per cell, and images were captured at 3–4 s intervals after sequentially illuminating the sample with the appropriate laser for 50–100 ms per wavelength. To assess the effect of latrunculin B (latB) (Sigma-Aldrich, Inc.; St. Louis, MO) on coated vesicle formation and virus entry, cells were treated with 6.3 \(\mu\text{M}\) of latB for \(\sim10\) min. at 37°C prior to the addition of virus particles.

**Image analysis**

Image analysis was performed as previously described [15] with the following modifications. Slidebook 4.2.13 (III) was used to view, scale, and export images for publication. Movies were generated by exporting a series of continuous TIFF files from a Slidebook time-lapse acquisition and compiling the images into a single AVI file using ImageJ (NIH). SigmaPlot 8.0 (SYSTAT; Point Richmond, CA) was used to plot data. Microsoft Excel was used to determine whether data from 2 categories differ in a statistically significant manner using two-tailed Student’s t-tests. An automated image analysis application (IMAB) [8] developed within MATLAB (Mathworks; Natick, MA) was used to track the formation of clathrin-coated structures and the internalization of single virus particles. Images were processed for analysis as previously described, and established criteria were used to exclude incomplete endocytic events and events in which pixels assigned to one clathrin structure merged with or split from an adjacent structure [8]. For each cell of interest, the first \(\sim50\) pits lacking virus particles were analyzed in detail to measure the coat lifetime and protein composition (see below). All complete virus uptake events that occurred in these cells were also analyzed in a similar manner. With the exception of internalization events blocked by latB, incomplete internalization events or events truncated by the start/end of image acquisition were not analyzed. Aggregates of virus were identified as objects with fluorescence intensities greater than that of single particles and were excluded from all analyses. IMAB was used to measure the fluorescence intensity of coat components or virus particles in the following manner. A roughly spherical mask encompassing 69 pixels was centered on the peak fluorescence intensity of the object in all frames that the object was detectable above the local background fluorescence. The contribution of the local background fluorescence was estimated by measuring the average intensity of pixels within a ring of single pixel width that extended from the outer boundary of the object mask. The intensity of the pixels within the object mask was then summed, and the average intensity value of pixels in the local background was subtracted from each pixel within the object mask to estimate the fluorescence contributed by proteins (or dye molecules) within the object of interest.

**Electron microscopy**

Purified virus particles were deposited onto carbon-coated copper grids and stained with 2% phosphotungstic acid (PTA) in \(\text{H}_2\text{O} (\text{pH 7.5})\). To visualize DI-T particles in clathrin-coated pits, BSC1 cells were inoculated with unlabeled DI-T particles using a dose that yielded \(\sim1000\) attached particles per cell after 10 min. Samples were then processed for ultra-thin sectioning as previously described [15,59]. Electron micrographs of VSV particles in clathrin endocytic structures were obtained from cells infected with VSV for 6 h, where the entry of newly released particles could readily be visualized. Virus particles and ultra-thin sections of cells were viewed using a Tecnai G² Spirit BioTWIN transmission electron microscope (FEI, Hillsboro, OR).
Supporting Information

Video S1 Clathrin-dependent DI-T internalization. BSC1 cells stably expressing e2-eGFP (green) were inoculated with DI-T particles, and time-lapse images were acquired at 4 s intervals. A 4.2×4.2 μm² area of the cell surface is shown as in Figure 2B. The video depicts a single DI-T particle (red) that attaches to the plasma membrane and diffuses slowly. A clathrin-coated pit captures the virus particle when a dim adaptor spot colocalizes with the virus signal. The adaptor fluorescence intensity increases as coated pit assembly proceeds, and particle internalization occurs shortly after the adaptor signal peaks. Disappearance of the adaptor signal signifies clathrin uncoating, and the virus-containing vesicle is then transported toward the cell interior. Found at: doi:10.1371/journal.ppat.1001127.s005 (3.01 MB AVI)

Video S2 Sequential internalization of single VSV and DI-T particles by the same cell. BSC1 cells stably expressing e2-eGFP (green) were simultaneously inoculated with wild-type VSV and DI-T particles, and time-lapse images were acquired at 4 s intervals. A 3.5×3.5 μm² area of the cell surface is shown as in Figure 3A. At the outset of imaging (t = 0), one VSV (red) particle and one DI-T particle (blue) are visible on the cell surface. The VSV particle enters first, followed by the DI-T particle. Found at: doi:10.1371/journal.ppat.1001127.s002 (0.39 MB AVI)

Video S3 Uptake of a single DI-T particle by a cell expressing eGFP-LCa. BSC1 cells transiently expressing eGFP-LCa were inoculated with DI-T and full-length VSV particles, and images were captured as for Video S2. At the onset of imaging, a DI-T particle is present within a 3.5×3.5 μm² area of the cell surface. Shortly thereafter, the particle briefly colocalizes with a spot of eGFP-LCa but does not enter. As visualized in Figure 3B, a clathrin-coated pit subsequently initiates near the virion, and the particle disappears into the cell after the clathrin signal peaks. Found at: doi:10.1371/journal.ppat.1001127.s003 (0.77 MB AVI)

Video S4 Uptake of a single VSV particle by a cell expressing eGFP-LCa. The movie depicts a separate area (of equal size) of the plasma membrane from the same cell that internalized the particle shown in Video S3. A VSV particle (red) attaches to the cell surface, and a clathrin endocytic structure subsequently internalizes the particle (Figure 3D). Found at: doi:10.1371/journal.ppat.1001127.s004 (0.77 MB AVI)

Video S5 Cortactin recruitment during conventional clathrin-coated pit formation. Time-lapse images were acquired at 3 s intervals from a cell transiently co-expressing mCherry-LCa (red) and cortactin-eGFP (green) (Figure 5A). A 7.0×7.0 μm² area of the cell surface is shown. Note that the cortactin signal is nearly indistinguishable from the local background during most clathrin endocytic events. Found at: doi:10.1371/journal.ppat.1001127.s005 (3.01 MB AVI)

Video S6 Cortactin recruitment during the internalization of a single DI-T particle. BSC1 cells transiently co-expressing mCherry-LCa (red) and cortactin-eGFP (green) for 18 h were inoculated with DI-T particles (blue), and time-lapse images were acquired at 3 s intervals. The video shows the internalization of a single DI-T particle by a clathrin-coated vesicle. The internalization event is centered within a 3.5×3.5 μm² area of the cellular plasma membrane (Figure 5B). The left panel shows an overlay of the 3 channels, and the right panel shows only the cortactin channel displayed in monochrome. Note that the cortactin fluorescence intensity during DI-T entry is nearly indistinguishable from the local background. Found at: doi:10.1371/journal.ppat.1001127.s006 (1.42 MB AVI)

Video S7 Cortactin recruitment during the internalization of a wild-type VSV particle. BSC1 cells transiently co-expressing mCherry-LCa (red) and cortactin-eGFP (green) for 18 h were inoculated with VSV particles (blue), and time-lapse images were acquired at 3 s intervals. The video is displayed as described for Video S3 and shows the clathrin-dependent uptake of a single VSV particle in a 3.5×3.5 μm² area of the plasma membrane (Figure 5C). Note the visible burst of cortactin that occurs in the final stages of VSV internalization. Found at: doi:10.1371/journal.ppat.1001127.s007 (1.51 MB AVI)

Video S8 BSC1 cells stably expressing e2-eGFP were treated with 6.3 μM latB for 12 min. Cells were inoculated with DI-T (blue) and VSV (red) particles, and images were acquired at 4 s intervals. The movie shows an 8.8×5.0 μm² area of the plasma membrane. The 2 DI-T particles (the lower particle is already in a coated pit at the onset of imaging) enter in the presence of latB, while the 2 VSV particles are subsequently captured by coated pits but fail to enter the cell (Figure 6A, B). Found at: doi:10.1371/journal.ppat.1001127.s008 (4.65 MB AVI)
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