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Biological organisms use complex molecular networks to navigate their environment and regulate their internal state. The
development of synthetic systems with similar capabilities could lead to applications such as smart therapeutics or
fabrication methods based on self-organization. To achieve this, molecular control circuits need to be engineered to
perform integrated sensing, computation and actuation. Here we report a DNA-based technology for implementing the
computational core of such controllers. We use the formalism of chemical reaction networks as a ’programming language’
and our DNA architecture can, in principle, implement any behaviour that can be mathematically expressed as such. Unlike
logic circuits, our formulation naturally allows complex signal processing of intrinsically analogue biological and chemical
inputs. Controller components can be derived from biologically synthesized (plasmid) DNA, which reduces errors
associated with chemically synthesized DNA. We implement several building-block reaction types and then combine them
into a network that realizes, at the molecular level, an algorithm used in distributed control systems for achieving
consensus between multiple agents.

M
olecular devices have captured the imagination of chemists
and engineers for at least 30 years1. Rationally designed
‘active’ molecules include nanoparticles for the targeted

delivery of drugs and imaging agents2, or molecular motors that
move along tracks and deliver cargo3. DNA nanotechnology4,5 is
in a unique position among the many actively pursued strategies
for constructing molecular nanorobots, demonstrating progress
towards the rational design of all the required elements: sensors
and amplifiers6–11, circuits12–25, motors26–30 and structures4,31,32. A
rationally designed molecular robot has even combined structural
elements with sensing and actuation, although it lacked complex
embedded control33. The DNA-only construction of digital logic
circuits and Boolean neural networks with over a hundred rationally
designed parts forms possibly the most dramatic demonstration of a
systematic engineering approach to building molecular circuits16,17.
However, these approaches to constructing molecular information-
processing systems do not realize the full spectrum of analogue and
temporal dynamics naturally present in chemistry, which can be
harnessed to control active molecular devices.

We experimentally demonstrate a design strategy for building
DNA-only chemical controllers capable of being programmed to
execute analogue temporal dynamics. The technology is designed
around a signalling protocol based on short single-stranded DNA
sequences. Molecular sensors (for example, aptamer switches) can
release or expose such short sequences, and actuators (for
example, antisense drugs or ribozymes) can be triggered by them.
MicroRNAs can also be used as inputs to DNA circuits18,34. The
control system we design sits in between, receiving inputs in the
form of DNA sequences, and producing outputs in the form of
other sequences (Fig. 1a). The treatment of controller, sensor and
actuator as independent modules has proved indispensible in
other fields of engineering.

Our DNA components are, in principle, capable of realizing the
entire diversity of dynamic behaviours of chemical kinetics as math-
ematically captured by a chemical reaction network (CRN)12,19.
Although CRNs started out as a tool to understand experimental
observations of elementary chemical reactions, they form a
general framework for modelling systems with many interacting
components, such as gene regulatory networks, animal populations
and sensor networks. CRNs can embody a wide range of digital and
analogue behaviours, including temporal pattern generation, multi-
stability and memory, Boolean logic, signal processing, control
systems or distributed algorithms13,35–40. Moreover, viewed as a pro-
gramming language, CRNs provide a natural and intuitive formal-
ism for delineating and reasoning about molecular interactions,
without making underlying physical details explicit.

We use the familiar language of chemistry to write programs for
our DNA architecture (Fig. 1a). The ‘instruction’ A þ B � C þ D
means that the signals A and B are transformed into signals C and
D, where A, B, C and D are DNA strands we design. The reaction is
not elementary; rather, it is systematically ‘compiled’ into a sequence
of DNA strand displacement reactions. Our use of this chemical
programming language is not gratuitous—a central contribution
of this Article is to provide experimental evidence that our DNA
architecture produces the expected stoichiometry and mass action
kinetics of chemical reactions, so that our algorithms can behave
similarly to what one might naively expect.

We test the major reaction classes—non-catalytic, catalytic and
autocatalytic reactions. We then combine multiple such building
blocks into a network implementing a distributed control algorithm
for achieving consensus between multiple agents. Although the con-
nection between distributed computing and chemistry has been
noted many times in the literature (for example, Petri nets41), the
sophistication of the molecular engineering required has deterred
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experimental implementations. Our experiments corroborate that
we can realize complex behaviours previously out of reach of
synthetic molecular systems.

Among the many proposed architectures for strand displacement
computation2,10–13,15–19, ours is unique in that it relies exclusively on
linear, double-stranded DNA complexes (processed by ‘nicking’ one
of the strands)10. Because this structure is compatible with natural
DNA, we are able to produce our computational elements in a

highly pure form by bacterial cloning. Thus, we bypass the practical
limitations in the length and purity of synthetic strands.

Signal transduction mechanism
We identify signals (A, B, C, . . .) with single-stranded DNA mol-
ecules (signal strands, Fig. 1b). Nicked double-stranded DNA
(ndsDNA) gate complexes mediate interactions between these
signal strands with the help of additional auxiliary single-stranded

Output signals
(to actuator)

Input signals
(from sensor)

tc* c* c*

tc c

Reporter strategy

ForkC−3 ForkC−2 ForkC−1 ForkC

i* tc* c* tr* r* tq*

i tc c tr r

r   tqtr    rc    tri    tc

ta* a* tb* b* tr* r* tq*

a     tb b     tr r     tq

ta    a a    tb

Target
behaviour

DNA
architecture

Programming
language

Computational subsystem

Nucleic acid nanocontrollera

b

c

DNA reaction mechanism for A + B          C
k

tb    b tr    r r    tq To ForkCb    tr

To ReporterC From JoinAB

JoinAB JoinAB−1 JoinAB−2 JoinAB−3

i

C

c

c

C

C

C

A B

ReporterC
tc*

kX + Y           2B
B + X           2X
B + Y           2Y

k
k

Figure 1 | DNA realization of a formal CRN. a, A standardized signalling protocol based on short single strands of DNA enables the components of the

nanocontroller to communicate with each other. The formalism of CRNs serves as a programming language that specifies the desired behaviour for the

computational subsystem. The target behaviour is experimentally realized by the DNA architecture. b, Reaction mechanism. DNA strands are drawn as lines

with arrows at the 3′ end. Functional domains are labelled with lowercase letters; * indicates Watson–Crick complement. Species A, B and C of the formal

reaction are represented by DNA signal strands A (kta al, green), B (ktb bl, orange) and C (ktc cl, red), respectively. Implementation of the bimolecular

reaction Aþ B � C requires two multistranded gate complexes JoinAB and ForkC, as well as the auxiliary strands ktr rl, kc trl and ki tcl. The reaction proceeds

through a sequence of six strand displacement reactions, where each step provides a toehold for initiation of the next. c, Reporting strategy for reaction

kinetics used in this Article. The reporter consists of two strands, one labelled with fluorophore (red dot) and the other with a quencher (black dot).

Fluorescence is quenched when fluorophore and quencher are co-localized. Displacement of the quencher-labelled strand by signal C leads to an increase in

fluorescence proportional to the amount of C detected.
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species. All signal strands have the same sequence domain
structure (see for example, signal strands A (kta al, green),
B (ktb bl, orange) and C (ktc cl, red) in Fig. 1b) with a short
toehold domain (labels ta, tb, . . .) that initiates binding to a gate,
followed by a long domain (a, b, . . .) that determines signal identity.

The reaction A þ B � C is implemented with two gates (called
JoinAB and ForkC in Fig. 1b). The join gate consumes (and thus
‘joins’) the two signals A and B and the fork gate releases the
signal C, which is initially bound to the fork gate ForkC, and thus
inactive. (The name ‘fork gate’ derives from the fact that multiple
signal strands can be released, as shown in later examples.) The
complete triggering of a join and a fork gate—corresponding to a
single formal reaction Aþ B � C—is a cascade of strand displace-
ment reactions in which each reaction exposes a toehold for the sub-
sequent reaction (Fig. 1b, Supplementary Section S1). The
displacing strand is a signal strand, an auxiliary strand or a strand
previously released in the cascade (for example, ‘translator’ strand
kr tql is released by the join gate and triggers the fork gate). We
use a fluorescent reporter strategy to detect specific strands and
follow the reactions (Fig. 1c).

Each reaction is reversible until the very last displacement step
involving the fork gate. The reversibility of the first step is essential
to ensure stoichiometric correctness: the first formal reactant A
should not be consumed in the absence of the second, B.
Reversibility allows A to be re-released if the cascade does
not complete.

The two-gate design and use of auxiliary strands ensures that all
signal strands have the same domain structure and independent
sequence, which guarantees composability12. Signal strands can
thus be shared between multiple reactions to create a coupled
system. Without these constraints, we can implement an individual
bimolecular reaction with many fewer species, but we would lose the
ability to compose reactions into arbitrary CRNs.

Plasmid encoding of DNA gates
The performance of strand displacement systems is currently
limited by undesirable side reactions: leaks (the spontaneous
‘firing’ of a reaction cascade in the absence of the intended molecu-
lar trigger) or substoichiometric completion levels (unintentional
sequestration of the signal leading to reduced product
yield). These problems can at least in part be traced to errors in
chemical DNA synthesis42. Biologically synthesized DNA is a useful
alternative to synthetic DNA, even in non-biological applications
where large quantities of highly pure DNA are required43–45.

Our gates consist entirely of nicked double-stranded DNA12,
which makes them uniquely compatible with plasmid DNA as a
starting material. Plasmid-derived gates have the additional advan-
tage that they can be replicated and stored as bacterial glycerol
stocks (before enzymatic processing). Gate production is detailed
in Fig. 2a. Correct processing was tested using gel electrophoresis
(Fig. 2b, Supplementary Section S7). Enzyme selection and
additional design criteria are detailed in Supplementary Sections
S2 and S3. The sequence constraints imposed by the use of
nicking enzymes do not limit the generality of our method.
Signals can be made orthogonal to one another by designing the
sequences surrounding the nicking sites to be different. All data
shown in this Article were collected with plasmid-derived
ndsDNA gates except where otherwise indicated. Externally added
signal and auxiliary strands, as well as the reporter gates used for
following reaction kinetics, were chemically synthesized.

Testing fundamental reaction types
The modular nature of our design makes it easy to create reactions
with multiple products of unconstrained sequence, allowing us to
engineer the three major reaction classes: non-catalytic, catalytic
and autocatalytic. These are the building blocks for composition
of complex CRNs.

Extensive tests of the most basic reaction Aþ B � C verified
correct stoichiometry (are the correct amounts of reactants used
up and products generated?; Fig. 3a) and kinetics (are the reactants
and products being generated according to the target rate law?; see
section ‘Verification of the bimolecular rate law’). In the catalytic
reaction Aþ B � Cþ B, even a small amount of B effectively ‘con-
verts’ all of A to C, but B remains conserved (Fig. 3b). Catalytic reac-
tions are ubiquitous in biological chemical controllers (for example,
transcriptional networks, kinase networks) as well as man-made
artificial systems6–11. In Supplementary Fig. S10, we quantitatively
analyse the catalytic turnover, showing that a single catalyst can
trigger multiple reaction cycles.

In the autocatalytic reaction Aþ B � Cþ 2B, even a small
amount of B effectively ‘converts’ all of A to itself (C acts as a
‘readout’), resulting in the typical sigmoidal kinetic curves
(Fig. 3c). Because of the exponential growth kinetics, autocatalytic
reactions are common in settings where rapid (self-)amplification
is observed, such as replication or apoptosis. These properties also
make autocatalysis a key ingredient for propagating information
in proposed chemical algorithms46 (see also section ‘Consensus
network’). Because autocatalysis is extremely sensitive to leaks9–11,
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it provides a good measurement of reactant quality. The estimated
amount of autocatalyst B leaked (black trace, Fig. 3c,ii) is less
than 2% (Supplementary Table S3); however, this leak is
exponentially amplified.

To compare the performance of plasmid-derived gates to that of
synthesized gates, we re-implemented the catalytic and autocatalytic
reactions with synthesized gates using the same sequences. We
observed that catalytic turnover is at least twice as high for the
plasmid-derived gates. This observation is indicative of incomplete
triggering due to unknown side reactions sequestering the catalyst in
the synthesized system. Comparing autocatalytic reactions, we
found that plasmid-derived gates suffered from noticeably less of
the untriggered amplification characteristic of a lower leak rate
(Supplementary Fig. S10). These data are consistent with the obser-
vation that there are fewer truncated strands detected in a gel

analysis of the plasmid-derived gates than for the synthetic gates
(Fig. 2b, Supplementary Section S3.3).

We tested bimolecular reactions with one, two or three products,
but our approach can be generalized to different numbers of pro-
ducts and reactants. Unimolecular reactions can be implemented
with a single-input join gate, while higher-order reactions can be
implemented using join gates with multiple inputs.

Verification of the bimolecular rate law
The reaction specification Aþ B � C delineates not only the pro-
duction/consumption relationships between A, B and C, but also
the dynamics. Despite the overall complex reaction mechanism
(which, for Aþ B � C, involves five reversible and one irreversible
stand displacement reactions, Fig. 1b), an analytical argument
shows that the overall kinetics should be well approximated by the
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mass-action rate law expected of the formal reaction (that is,
d[C]/dt ¼ 2d[A]/dt¼2d[B]/dt ¼ k[A][B]). As the derivation
in Supplementary Section S5 shows, the regime of best correspon-
dence (‘CRN regime’) is one in which gates and auxiliary strands,
including ‘backward’ auxiliary strands ka tbl and kb trl, are
sufficiently in excess over the signal strands (Fig. 4a).

We experimentally confirmed that the multistep strand
displacement level mechanism implements the expected rate law
for Aþ B � C, and that the rate constant can be tuned by adjusting
the concentrations of gates and auxiliary species. Figure 4b shows six
sets of experimental data for the reaction Aþ B � C in or near the
CRN regime. Each set was obtained with a different concentration of
the backward auxiliary strands ka tbl and kb trl and contains kinetics
traces corresponding to at least two different combinations of the
signals A and B. We chose to vary the concentration of the backward
auxiliary strands because our analysis suggests that the formal rate

constant can be effectively tuned in this way (Supplementary
Sections S5). We then fit the data from each set to a bimolecular
rate law. The best fit rate constants varied over about two orders
of magnitude from 3.5 × 104 M21 s21 to 5.3 × 102 M21 s21

as the concentration of backward auxiliary strands increased from
0× to 13× (Supplementary Section S5). The data show that the
reactions are symmetrical with regard to the two signals, as required
by the bimolecular rate law, although signal strands A and B react
sequentially with the join gate (see, for example, traces with A, B
at 1×, 0.3× and 0.3×, 1× respectively).

Mechanistic strand displacement-level model
Each individual strand displacement step can be well modelled as a
bimolecular reaction between a signal or auxiliary strand and a gate
complex with a matching open toehold47. We used the Visual
DSD14,48 software to develop a quantitatively constrained model of
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the dynamics of our system on this mechanistic level. We allowed
each strand displacement step to occur at a different rate depending
on the sequences of the toeholds and adjacent domains. The model
includes a phenomenological treatment of the erroneous leak reac-
tions (Supplementary Section S7.3). We fit all the data that we
obtained for the non-catalytic, catalytic and autocatalytic reactions
(Figs 3 and 4) and independent measurements of a large number
of intermediate reaction steps (Supplementary Figs S17,S18).
These 104 data traces yielded a highly constrained set of
strand displacement rate constants, with values ranging from
1× 104 M21 s21 to 1.44 × 106 M21 s21 (Supplementary Table S3),
consistent with previously reported data47. The mechanistic strand

displacement-level model fitted the data for all reaction conditions,
including leak reactions, exceptionally well (crossed lines in Figs 3
and 4b, Supplementary Section S7).

The strand displacement rate constants can be used to predict the
effective bimolecular rate constant for the target formal reaction
Aþ B � C (Supplementary Section S5). We compared this
predicted rate constant to that obtained by direct fitting of the
data in Fig. 4b to a bimolecular rate law. Figure 4c shows that our
prediction is in good agreement as long as the concentration of
the backward strands is 3× or higher. Divergence is expected at
lower concentrations because the approximation we made to
derive the analytic result does not hold. These results demonstrate
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Figure 5 | Consensus network. a, Given arbitrary amounts of signal strands X (red) and Y (green), the consensus network converts the minority signal to the

majority signal. b, The formal chemical reactions for the consensus network. Signals PX, PY and PB were used to follow the reaction kinetics without

interfering with the dynamics of X, Y and B. Reporters for PX, PY and PB each used a different fluorophore such that all three signals could be detected in the

same reaction. The values of X, Y and B were calculated from the measured values of PX, PY and PB as indicated. c, Time evolution of signals X (red), Y

(green) and B (yellow). Initial concentrations of signals X and Y are indicated in each panel, 1×¼ 80 nM. Reporters were at 3× , auxiliary strands at 2× and

gates at 2× for reactions (i) and (ii). Gates and auxiliary strands for reaction (iii), BþY � 2Y, were at 2.4× to balance the rates of the two autocatalytic

reactions. The DNA implementation for the consensus network consisted of 3 join gates, 3 fork gates, 3 reporters, 13 auxiliary strands and 3 signal strands.

No backward auxiliary strands were added to the initial reaction mixture. A graphical representation of all gates and auxiliary species is given in

Supplementary Section S8.2. The kinetics data show that the minority species was converted into the buffer species B first, then into the majority species.

The model prediction of the consensus network using the strand displacement-level model is shown as dashed lines. The prediction is based on a model

parameterization obtained by fitting to the individual reactions (Supplementary Section S8). d, Amplification levels. The end points (15 h) of each reaction

show that the DNA-based consensus network correctly amplifies the majority towards totality. Red trace: X/(XþY) at 15 h; green trace: Y/(XþY) at 15 h.

Error bars indicate standard deviation calculated from three independent experiments.
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that we can systematically vary the formal rate constant through
quantitative control over the underlying reaction mechanism.

Consensus network
An important function of molecular controllers is their ability to
make decisions by comparing concentrations of input signals
(Fig. 5a). We engineered such a decision-making controller by
implementing a consensus algorithm that operates on two signals
(X and Y). The signal that is initially in the minority is completely
eliminated and replaced by the signal that is initially in the majority
(in any given experiment the sum of all signal concentrations is
constant) (Supplementary Section S8.1). In distributed computing
parlance, we implement an algorithm that allows picomole
quantities of agents, each with vote X or Y, to agree on a majority
decision46,49. The classification into minority and majority is thus
unequivocal, distinguishing this network from previous proposals
for DNA-based molecular classifiers50 where the resulting signal
was proportional to the difference in the initial concentrations
(which can be small when concentrations are close). Consensus is
a basic distributed computing problem and provides for us a
proof-of-principle that CRN algorithms are directly translatable to
our DNA controllers.

The network consists of two autocatalytic and one non-catalytic
bimolecular reaction (Fig. 5b): a reaction between signals X and Y
creates two copies of the buffer signal B, while a reaction involving
B and X(Y) creates two copies of X(Y). Intuitively, the minority and
majority signals initially cancel each other, producing the buffer
signal, which is then converted back to the majority signal. For
the threshold to be set at the point where concentrations of the
two species are equal, the two autocatalytic reactions should occur
at the same rate. To compensate for minor differences in the rates
of the two autocatalytic reactions (Supplementary Section 8.2)
and make reaction rates similar, we adjusted gate and auxiliary
species concentrations.

Supplementary Fig. S21 shows the ndsDNA gates needed to
implement this reaction network (sequences and other design con-
siderations are listed in Supplementary Section S2 and Table S6).
Example data traces in Fig. 5c clearly show that the network cor-
rectly classifies the majority for all eight input combinations
tested. Each panel shows the time evolution of the concentration
of X (red), Y (green) and B (yellow) for given starting concentrations
of X and Y. Figure 5d shows the net amplification of the majority
signal relative to the minority signal. The results for the DNA
implementation and the expected dynamics of the formal CRN
(Supplementary Fig. S20) are in qualitative agreement: we observe
the gradual decrease of the minority, intermediate build-up of
buffer and the initial decrease but long-term increase of
the majority.

We also constructed a strand displacement model for each reac-
tion of the consensus network using Visual DSD, and parameterized
these models using experimental measurements for each reaction
and for the individual fork and join gates (Supplementary Figs
S21, S23, S24). By composing models of individual reactions into
a model of the full consensus network, we were able to quantitatively
predict the dynamics of the consensus network solely from the
models of its constituent parts, up to a constant scaling factor
(Fig. 5c; see Supplementary Section S8 for further details).

Conclusions
We have developed a new systematic design strategy for non-living
molecular systems with functional behaviours, paired with a tech-
nology for robust and efficient synthesis of the molecular com-
ponents. Our scheme is built upon de novo designed interactions
not known to occur in nature. Our components did not require
(directed) evolution to achieve efficacy, but were designed in their
ultimate form by the authors. As such, our work can be seen as a

step in the larger human enterprise of recapitulating the mastery
of biology over matter with de novo engineering.

As human engineering is driven inexorably towards molecular-
scale devices, we must be careful to avoid shoehorning theory devel-
oped for digital electronics (for example, logic circuits) into the
chemical context. For well over a century, CRNs have provided
the mathematical language to describe and predict the dynamics
of chemical experiments. Here, we leveraged this significant theor-
etical investment and demonstrated the prescriptive use of CRNs
for programming molecular nanocontrollers.

Although our devices are entirely synthetic, they are biocompa-
tible and there is a natural path towards applications in sensing
and smart drug-delivery in vivo. Cell state is encoded in the
sequences and concentrations of RNAs, and recent work has
shown that strand displacement logic gates can recognize miRNA
profiles in living mammalian cells34. Further, the demonstration of
the power of strand displacement as a mechanism for building syn-
thetic molecular circuits tempts the hypothesis that there are natural
strand displacement-based cellular regulatory networks with
interesting dynamics yet to be discovered.

Methods
Preparation of plasmid-derived ndsDNA gates. Double-stranded DNA
templates were cloned into a high-copy-number plasmid and transformed into
Escherichia coli. A single colony was picked from an Ampicillin selective plate and an
800 ml overnight culture was grown with Ampicillin (100 mg ml21) at 37 8C with
vigorous shaking. Plasmids were extracted using a QIAGEN Maxi-prep kit, and
inserts were sequenced to ensure that there was no sequence error or recombination
in the ndsDNA gates. Cloned ndsDNA gates were first digested with a restriction
enzyme (PvuII-HF) at 37 8C for 1 h to release the gates from the plasmid backbone.
Reactions were run with 4 units of PvuII-HF per 1 mg of plasmid. The reaction
mix was then ethanol precipitated to optimize the reaction conditions for the
next digestion step. Join gates were digested with the nicking enzyme Nb.BsrDI at
65 8C for 1 h using 4 units of enzyme per 1 mg of plasmid. Fork gates were
digested with the nicking enzyme Nt.BstNBI at 55 8C for 1 h using 8 units of enzyme
per 1 mg of plasmid (for enzyme amount optimization see Supplementary
Sections S3.2 and S3.4). All enzymes were purchased from New England Biolabs.
For kinetics experiments, enzymes were dissociated from DNA by adding
sodium dodecyl sulphate (SDS) to a final concentration of 0.15% (Supplementary
Section S3.5). Gates were then used for experiments without further purification
from enzymes or plasmid backbone.

Modelling and parameter inference. Computational models were constructed for
each analysed circuit using the DNA Strand Displacement (DSD) programming
language and Visual DSD software14,48. The unknown kinetic parameters in the
model were inferred from the experimental data using Markov chain Monte
Carlo methods, as implemented in the Filzbach software (see authors’ website:
http://research.microsoft.com/science/tools). Such methods require the definition
of a likelihood function, which describes the probability of reproducing the observed
data D, given a model hypothesis H and corresponding parameter set u, that is,
Pr(D|u, H). We used ordinary differential equation simulations for each circuit.
C# code was generated using the Visual DSD tool, then integrated numerically
with adaptive step-size ODE integrators (http://mstlab.org/eng/projects/Pages/
Solvers.aspx Microsoft Research Solvers library for .NET). For further details,
see Supplementary Section S7.

Further materials and methods can be found in Supplementary Section S9.
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Experimental evidence for the influence of group size
on cultural complexity
Maxime Derex1, Marie-Pauline Beugin1, Bernard Godelle1 & Michel Raymond1,2

The remarkable ecological and demographic success of humanity is
largely attributed to our capacity for cumulative culture1–3. The
accumulation of beneficial cultural innovations across generations
is puzzling because transmission events are generally imperfect,
although there is large variance in fidelity. Events of perfect cul-
tural transmission and innovations should be more frequent in a
large population4. As a consequence, a large population size may be
a prerequisite for the evolution of cultural complexity4,5, although
anthropological studies have produced mixed results6–9 and empir-
ical evidence is lacking10. Here we use a dual-task computer game to
show that cultural evolution strongly depends on population size,
as players in larger groups maintained higher cultural complexity.
We found that when group size increases, cultural knowledge is less
deteriorated, improvements to existing cultural traits are more
frequent, and cultural trait diversity is maintained more often.
Our results demonstrate how changes in group size can generate
both adaptive cultural evolution and maladaptive losses of cultur-
ally acquired skills. As humans live in habitats for which they are
ill-suited without specific cultural adaptations11,12, it suggests that,
in our evolutionary past, group-size reduction may have exposed
human societies to significant risks, including societal collapse13.

The accumulation of socially learned information over many gen-
erations has enabled humans to develop powerful technologies that no
individual could have invented alone14. Cumulative culture is most
likely to be restricted to the Homo genus and remains an evolutionary
puzzle15. Several hypotheses have been proposed to explain this explo-
sion in cultural complexity, with a recent emphasis on social-learning
mechanisms specific to humans, such as teaching, language or imita-
tion16,17. These mechanisms of faithful transmission stabilize cultural
knowledge, thus enabling successive improvements, as has been
previously shown theoretically18 and empirically19,20. However, perfect
transmission is most probably unrealistic, as for any given transmis-
sion event, an information loss is expected, particularly for complex
tasks4,21. Moreover, transmission is only one aspect of the problem, as
cumulative cultural evolution also requires the creation of new know-
ledge; that is, innovation.

The determinants of technological regression—the opposite situation—
have been studied in Tasmanian aboriginals. It was argued that cultural
losses were associated with population-size reduction22. A general
model of cultural evolution that links demographic factors to psycho-
logical aspects of social learning has been proposed by Henrich4.
Considering that transmission events for complex tasks are generally
imperfect, with a large variance in fidelity, a learner could acquire by
chance greater skill than the demonstrator if the number of transmis-
sion events (that is, the population size) is sufficiently large. As there is
a psychological propensity to imitate successful individuals (prestige
bias), this individual becomes the new demonstrator, driving cultural
evolution. A decrease in population size makes such events unlikely,
making cultural regression unavoidable. Analytical modelling shows
that, as the population size increases, the combination of imperfect
learning and prestige bias can lead to cumulative evolution, even if
transmission is generally inaccurate. Bursts of cultural complexity during

the Palaeolithic era (2.6 million years ago to 10 thousand years ago) and
particularly during the Upper Palaeolithic transition (45 thousand
years ago) may illustrate demographic processes, rather than changes
in cognitive abilities5,23. However, factors favouring the ability to develop
complex culture will most probably also have a positive effect on popu-
lation size, thus limiting causal assessments using correlative studies.
Furthermore, studies using anthropological data produced mixed results6–9.
The only experimental study to investigate how group size influences
cumulative cultural evolution reported no relationship10. However,
only one cultural task was considered, and the larger group size was
limited to three individuals. More parameters must be explored experi-
mentally to investigate the effect of group size on cultural complexity.

Following Henrich’s analysis, the maintenance of a cultural task
within a group should depend on group size and task complexity.
Specifically, within a group of a particular size, greater loss of informa-
tion is expected for a more complex task. Alternatively, for a task of a
given complexity, greater loss of information is expected in a smaller
group. Thus, when considering two improvable tasks, one simple and
one complex, artificially introduced into groups of different sizes, we
predict that the simple task will be better conserved than the complex
task (prediction 1); the probability of conserving the complex task will
increase with group size (prediction 2); and better performance will be
observed in the larger groups for both tasks (prediction 3).

To study the effect of group size on cultural complexity, 366 men
participated in a dual-task computer game. Players had to collect
resources individually to improve their ‘health’. A cultural package
composed of two demonstrations, one concerning a simple task and
one concerning a complex task, was introduced within groups of dif-
ferent sizes (2, 4, 8 or 16 players). The players were told that each item
in the cultural package could be improved. During each of the 15 trials
of the game, each player had to build an arrowhead (simple task) or a
fishing net (complex task) to collect ‘life units’ (see Extended Data
Fig. 1). The cultural trait diversity of the group thus consisted of some
players building one artefact, while the remaining players built the
other; diversity was lost when all individuals built the same object.

As expected from prediction 1, the simple task was more likely
than the complex task to be maintained for all group sizes (x2 5 3.83,
d.f. 5 1, P 5 0.05; Fig. 1a, b). For each task, the probability of being lost
(none of the individuals of the group exploited the task at the end of
the game, see Methods) by a group decreased with increasing group
size (x2 5 7.62, d.f. 5 1, P 5 0.006), as expected from prediction 2
(Fig. 1a, b). Interestingly, the increased probability of maintaining
the complex task in large groups did not reduce the probability of
maintaining the simple task (type of task 3 group size interaction
x2 5 0.85, d.f. 5 1, P 5 0.36). Indeed, the probability of maintaining
cultural diversity (that is, observing both tasks in the group) increased
with group size (x2 5 16.3, d.f. 5 1, P , 0.0001; Fig. 1c).

For each group size, the performances of the best within-group
artefacts (simple and complex) at the fifteenth trial were compared
to the score of the equivalent artefact from the cultural package. The
simple task was stable in the smaller groups and improved in the larger
groups (Fig. 2). A linear model was used to investigate the effect of
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group size and shows that group size had a linear effect on the per-
formance of the best within-group arrowhead, suggesting that cultural
evolution was enhanced in larger groups, consistent with prediction 3
(F1,48 5 10.2, P 5 0.003; Fig. 2 and Extended Data Fig. 2). Performance
of the complex task deteriorated in the smaller groups and remained
stable in the larger groups (Fig. 3). Group size had a linear and quad-
ratic effect on the performance of the best within-group fishing net
(F1,47 5 7.12, P 5 0.01 and F1,47 5 4.22, P 5 0.05, respectively; Fig. 3).
Among groups maintaining the complex task, only the 8- and 16-
player groups improved it compared to the original cultural package
(see Extended Data Figs 3 and 4).

The improvement of both tasks was linked to group size, suggesting
that refinement of pre-existing technology is facilitated by increasing
group size. The link between innovation rate and group size is not

surprising, as the combination of inter-individual variance in cognitive
abilities and sampling effect increase the probability of observing high
performers within a large group. Furthermore, a group can collectively
achieve a solution to a cognitive problem that is not available to an
individual through ‘swarm intelligence’24. Whatever the mechanism,
the best within-group artefacts drove the performance of the entire
group, as shown by the correlation between best within-group artefacts
and other within-group artefacts at the final trial (arrowhead, Pearson
correlation 5 0.39, t 5 5.53, d.f. 5 167, P , 0.0001; fishing net, Pearson
correlation 5 0.29, t 5 2.78, d.f. 5 87, P 5 0.007).

When technological complexity is measured by the number of exist-
ing tools in the cultural repertoire, archaeological data produce mixed
results6–9. The occurrence of new tools is poorly understood, but indi-
viduals rarely invent new tools from scratch; pre-existing technologies
should have a role through combination; that is, bringing together two
established cultural traits to generate a new trait18,25,26. Interestingly,
this game suggests that increasing group size favours the maintenance
of cultural diversity, a prerequisite for subsequent innovation through
combination. It is worthy of note that the aim of the game was to
maximize the player’s ‘health’. Thus, a player not able to perform
the complex task (for example, lacking good visual memory) could
perform better by efficiently repeating the simple task than by trying
the complex one. It suggests that the individual diversity associated
with larger group size could be pivotal to the maintenance of cultural
trait diversity. By facilitating the maintenance of cultural diversity,
increasing group size could also favour the emergence of division of
labour at the group level. Such conditions pave the way for the emer-
gence of inter-individual collaborations and group-level organization,
some of the most important properties of human groups27.

At the individual level, results also show that complex-task (fishing
net) copying was most of time associated with a loss of skill, whereas
simple-task copying was not (see Supplementary Information). This
confirms that greater loss of information is expected for a more com-
plex task, as suggested by Henrich4. At the group level, the mainten-
ance of the complex task observed in large groups is thus explained
by an increased probability to observe rare events directly linked to
group size, such as a perfect copy or even an innovation, rather than
overall better individual copying abilities. Following an innovation,
prestige bias leads individuals to shift, and copy a new model. Even
if copying deteriorates information, the mean group performance can
increase, allowing cultural evolution to operate4. Accordingly, cultural
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Figure 1 | Group size affects the maintenance of cultural tasks.
a–c, Probability of at least one observation of the simple task (a), the complex
task (b) or both (that is, cultural diversity) (c) among the three last trials, for
group size of 2 (n 5 15 replicates), 4 (n 5 12), 8 (n 5 12) and 16 (n 5 12) players.
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Figure 2 | Larger groups favour improvements to the simple cultural trait.
The horizontal line shows the arrowhead performance from the cultural
package. Performance is measured using arbitrary life units. Plotted are the
mean values 6 s.e.m. The simple task was stable in the smaller groups (mean
performance: 2-player groups 5 1,466, t 5 20.71, d.f. 5 14, P 5 0.49; 4-player
groups 5 1,563, t 5 20.27, d.f. 5 11, P 5 0.79) and improved in the larger
groups (8-player groups 5 2,166, t 5 18.84, d.f. 5 11, P , 0.0001; 16-player
groups 5 2,242, t 5 27.57, d.f. 5 11, P , 0.0001).
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Figure 3 | Larger groups prevent degradation of the complex cultural trait.
The horizontal line shows the fishing-net performance from the cultural
package. Performance is measured using arbitrary life units. Plotted are the
mean values 6 s.e.m. The complex task deteriorated in the smaller groups
(mean performance: 2-player groups 5 685, t 5 26.50, d.f. 5 14, P , 0.0001;
4-player groups 5 1,334, t 5 22.99, d.f. 5 11, P 5 0.01) and remained stable in
the larger groups (mean performance: 8-player groups 5 2,706, t 5 0.07,
d.f. 5 11, P 5 0.95; 16-player groups 5 2,590, t 5 20.17, d.f. 5 11, P 5 0.87).
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complexity—as measured in the archaeological record, for example—
is most probably not a direct marker of the mean cognitive ability, as an
ecological increase in population size could trigger the onset of a
cumulative cultural evolution. Such an event may subsequently lead
to the evolution of advanced copying ability, as this trait will most
probably be an advantage in such a cultural environment. The players’
difficulty in properly copying the fishing net from the cultural package
(100% of fishing-net builders failed at the first trial) also illustrates the
importance of multiple demonstrations and multiple attempts in the
acquisition process28. In our game, players acquired the correct skill
over several trials. In large groups, high-performing copiers (more
likely to be observed as group size increases) can prevent the skill from
disappearing, enabling players who lack good copying ability to benefit
from more demonstrations.

Our results support Henrich’s hypothesis: changes in group size can
generate both adaptive cultural evolution and maladaptive losses of
culturally acquired skills4. In our evolutionary past, group-size reduc-
tion may have exposed human societies to notable risks, as humans live
in many habitats to which they are ill-suited without specific cultural
adaptations11,12. Indeed, the more that we depend for our survival on
large bodies of culturally transmitted knowledge, the more we rely on
living in large groups. Under such conditions, group-size reduction could
have triggered important loss of skills, leading to societal collapse13,
particularly in challenging environments. Interestingly, some cumu-
lative cultural innovations, such as writing, printing and various forms
of long-term data storage, allow the preservation of information outside
of individuals, such that it is unknown whether the maintenance of cur-
rent cultural complexity is nowadays similarly dependent on group size.

METHODS SUMMARY
Each player was randomly assigned to a group of 2, 4, 8 or 16 players, and all
groups started the game by benefiting from the same cultural package (composed
of an arrowhead and a fishing net, see Methods section for the complete details of
the game). The simple task involved drawing an arrowhead, for which the per-
formance evaluation depended only on its shape. The arrowhead demonstration in
the cultural package involved 15 steps and provided 1,638 life units. The complex
task involved building a fishing net, for which the performance evaluation
depended on its shape and the procedure used to build it. The fishing-net demon-
stration in the cultural package involved 39 steps (the sequence of which mattered)
and provided 2,665 life units. The starting individual life level was 3,400 units, and
1,000 units (daily needs) were subtracted at each trial. The task difficulties were
designed so that, for a non-experienced player, the probability of scoring below
their daily needs (and thus having a negative score) was low when choosing the
arrowhead task and high when choosing the fishing-net task. Each trial was
followed by an information period during which players could choose a single
demonstration to observe (ranked by their performance), from one of their group
members or the cultural package. The cultural package was available up to the
third trial: from the fourth trial and after, social information came only from
players’ group members. A total of 366 male students (mean age 5 24.1 years,
s.d. 5 4.4) played this game only once, in groups of 2 (15 replicates), 4, 8 or 16 (12
replicates each) players.

Online Content Any additional Methods, Extended Data display items and Source
Data are available in the online version of the paper; references unique to these
sections appear only in the online paper.
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METHODS
Participants. A total of 366 male students were randomly selected from a database
managed by the Laboratory of Experimental Economics of Montpellier (LEEM)
and recruited by email from various universities in Montpellier (Southern France).
The subjects ranged in age from 18 to 49 years (mean 5 24.1 years, s.d. 5 4.4
years). Each participant was randomly assigned to one condition of the experi-
ment. Participants received fees for travel according to the LEEM operating rule
(J2 for local participants, J6 for others).
Procedure. The experiment took place in a computer room at the LEEM. For each
session, a maximum of 20 players sat at physically separated and networked
computers and were randomly assigned to a group (the number of players per
group varied according to the treatment, see below). They could not see each other,
and they were blind with regard to the purpose of the experiment and who
belonged to each group. The players were instructed that communication was
not allowed. The participants could read instructions on their screens about the
rewards and the goal of the game, and they were requested to enter their date of
birth before the start of the game. At the end of the game, each subject received a
reward according to his performance (J10 on average, see rewards calculation).
Principle. The participants played a computer game (programmed in Object
Pascal with Delphi 6) during which they had to maximize their ‘health’ using
two virtual tasks, making an arrowhead or a fishing net. Before the beginning of
the game, players were advised that the fishing-net task was potentially more
effective than the arrowhead task but that the fishing-net construction was more
difficult. The participants were also informed that the performance of an arrow-
head depended only on its shape, whereas the performance of the fishing net
depended on its shape and the procedure used to build it. Each player began the
game by observing a video demonstration of each task from a cultural package and
was instructed that the arrowhead and fishing-net demonstrations could be
improved. The arrowhead demonstration involved 15 steps and was associated
with a score of 1,638. The fishing-net demonstration involved 39 steps (the
sequence of which mattered) and was associated with a score of 2,665. The parti-
cipants were not aware of the highest achievable score for any task.

The players then had 15 trials to collect resources and improve their health
score. At each trial, they had the opportunity to build either an arrowhead or
fishing net. Players began the game with a health score of 3,400 units. At each trial,
their health level was reduced by 1,000 units, corresponding to their daily needs.
Between trials, players could benefit from social information (see below).
Construction period. During the construction period (limited to 90 s), the players
had to choose between the arrowhead task and the fishing-net task to collect
resources.
The arrowhead task. The performance of an arrowhead depended only on its
shape. The arrowhead score ranged from 0 to 2,400 units. A simple symmetric,
triangular arrowhead constituted an acceptable performance equal to the player’s
daily needs. As a consequence, the probability of a non-experienced player scoring
below his daily needs was low.
Construction details for the arrowhead task. First, the players had to choose the
rectangular grid dimension on which to draw the arrowhead (30 possible values,
Extended Data Fig. 1.a). Once the grid was chosen, the players had to draw their
arrowhead. By clicking on the grid, the players could draw lines between points
(Extended Data Fig. 1.b). The players had to draw the outline of their arrowhead
and the virtual relief. No construction rules were implemented.
Score calculation for the arrowhead task. Once an arrowhead was drawn, it was
evaluated by the program. The arrowhead was scanned pixel by pixel to evaluate
five parameters: the size (a) and the symmetry (b) of the arrowhead, the number of
notches (c) and their regularities (d), and the triangular shape (l). All the para-
meters were compared to a theoretical optimal value and normalized from 0 to 1.
The score S was then obtained according to this formula:

S 5 a.400 1 b.400 1 c.800 1 d.400 1 l.400 (1)

The fishing-net task. The participants had access to several virtual tools with
which to build their nets. The performance of a net depended on its shape and the
procedure used to build it. The net’s score ranged from 0 to 5,135 units. Departure
from the construction rules (which were unknown to the players) resulted in
increased penalties during use of the fishing net. As a consequence, the probability
of a non-experienced player scoring below his daily needs (1,000 units) was high.
Construction details for the fishing-net task. First, the players had to choose the
squared grid dimension on which to build the net (30 possible values, Extended
Data Fig. 1c). Once the grid was chosen, the players had access to different types of
ropes and knots, as in a previous experiment20. A rope could be set between any
pair of attaching points, and a knot could be tied to any attaching point, in any
order (Extended Data Fig. 1d). There were limited ropes and knots available. Each

additional rope placed on the frame decreased the length of the remaining rope
according to the length used. This remaining quantity was visible on the screen.
There were three different types of rope available (thick (red), medium (blue) and
thin (green)). Each additional knot placed on the net decreased the length of the
remaining knot quantity according to the type of knot used (three sizes available).
This remaining quantity of knots was visible on the screen. Modification of one
parameter produced complex interactions with others to generate a complex fit-
ness landscape. For example, the use of the thickest ropes prevented the net from
breaking but increased the net visibility so that the number of potentially caught
fish was reduced. In addition, the order of construction (the process), was import-
ant. For example, two ropes that intersect at an attaching point should be tied
together with a knot before another rope is put on the frame. If this step is omitted,
the expected score is reduced.
Score calculation for the fishing-net task. Once a fishing net was constructed, it
was evaluated by the program. A global resistance score (GR) was calculated
according to the number of knots and compared to the required number. A local
resistance score (LRi) was determined for each mesh i according to the length and
thickness of the ropes involved. During each virtual fishing exercise, 79 fish were
launched, with a unique size of 65 (arbitrary units). The probability of each fish
encountering the net increased according to the net overall size (set by the grid-
spacing parameter) and decreased according to its visibility. The visibility of a net
was computed as the sum of the lengths of all ropes used, weighted by their
thicknesses. Once a fish was set to interact with the net, random coordinates were
generated to identify at which mesh the interaction took place. If the fish was
smaller than the mesh, it escaped. If it was larger, the probability of the net break-
ing was calculated as 1 2 (GR*LRi). In such a case, the whole fishing process
stopped. If the net did not break, the fish could escape with a probability Pesc,
which depended on the shape of the mesh and construction-rule penalty. If the fish
did not escape, its size was added to the player’s score. This process was repeated
until the last fish was encountered or until the net broke.
Information period. After each trial, the resulting score, along with the player’s
health level, was displayed. The players could also see score lists for the arrowheads
and fishing nets generated by the player’s group members at the previous trial,
ordered by performance. During the first three trials, the cultural package (arrow-
head or fishing net) was included in the corresponding list.

By clicking on a score, the players could see the step-by-step procedure needed
to build the selected item. Any demonstration lasted 40 s, regardless of the number
of building steps. At each information period, a player could see only one demon-
stration. From the fourth information period, cultural-package demonstrations
were removed from the lists. The players then had access only to their group
member’s demonstrations. The duration of the social-information period was 70 s.
Rewards calculation. The individual rewards were J10 on average. Players who
died during the game (health level dropped below 0) earned J2. The other players
earned an amount JA calculated according to this formula:

A 5 Hp/Hg.[5.N 1 3.Nd] 1 5 (2)

where Hp is the player’s health level, Hg is the sum of the group’s health levels, N is
the size of the group, and Nd is the number of dead players within the group.
Treatments. Four group sizes were considered: 2 players, 4 players, 8 players and
16 players. All treatments were replicated 12 times, except for the 2-player treat-
ment, which was replicated 15 times.
Cultural evolution. The aim of the study was to investigate the evolution of the
cultural packages that were introduced in the experimental groups. Two types of
analyses were carried out; one examined the maintenance of cultural tasks (whether
some individuals exploited the cultural task at the end of the game), and the other
examined the performance associated with the tasks. For each of the two tasks, we
focused on the best within-group information because this information drives
subsequent cultural evolution (due to prestige bias).
Maintenance of cultural tasks. Two models were used. One model investigated
how the simple task was maintained in comparison with the complex task. A
cultural task was considered to be maintained within a group if, among the last
three trials, at least one individual of the group exploited the task. The response
variable was the presence or absence of each task in each group. The independent
variables were the type of task (arrowhead or fishing net), group size, mean age
within the group, and type of task 3 group size interaction, with ‘group identity’ as
a random factor. Generalized linear mixed models (binomial) were used.

The other model investigated how cultural diversity was maintained according
to group size. Cultural diversity was considered to be observed within a group if, in
the last three trials, at least one individual performed the arrowhead task, whereas
at least one individual performed the fishing-net task. The response variable was
the presence or absence of the diversity. The independent variables were the group
size and mean age within the group. A generalized linear model (binomial) was used.
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Best within-group information. The performances of the best within-group
arrowheads at the fifteenth trial were compared to the score of the arrowhead
from the cultural package, using a one-sample Student’s t-test (if the distribution
significantly departed from normality, a Mann–Whitney-Wilcoxon test was also
performed; results were qualitatively similar, data not shown). A further linear
model was used to investigate the effect of group size. In this case, the response
variable was the score of the best within-group arrowhead at the fifteenth trial, and
the independent variables were group size and mean age within the group. These
two analyses were carried out again for the fishing-net performances.

As groups could lose one of the two tasks, all analyses were carried out twice. In
one case, we considered all groups, and performance score of zero was assigned
when a task was lost from a group, that is, the degradation of the performance was
considered complete (results shown in the main text). In the other case, we con-
sidered only the performance of the groups that conserved the task (results shown
in Extended Data Figs 2 and 3).

Normality of residuals was significantly rejected (using Shapiro’s test) in three
models. This was owing to the presence of zero values (associated with task loss)
generating a gap in the distribution between zero and the minimal score. When the
presence or absence of the task was explicitly controlled for in order to estimate
this gap, normality of residuals were not rejected (sometimes requiring the exclu-
sion of only one outlier). All results described here were unchanged, whether or
not these changes were made.
Fidelity of copying. Henrich’s model assumes that information transmission is
generally imperfect (particularly with complex tasks). Indeed, if copying is faithful,
no cultural losses are expected. For each task, analyses were carried out to evaluate
copying fidelity. During the observation period, players could choose a single demon-
stration to observe before building a new artefact. The aim was to study whether or
not artefacts built by the players performed worse than the artefacts they observed.

An observed artefact was considered as a model and was associated with n
copies, depending on how many players observed the same model. For example,
if three players observed the same model, three copies (copy 1, copy 2 and copy 3)
were created. All possible pairs of artefacts were formed from the model and the
copies: with one model and three copies, this corresponded to 6 pairs (model–copy
1; model–copy 2; model–copy 3; copy 1–copy 2; copy 1–copy 3; copy 2–copy 3).
Comparisons of ‘model–copy’ represent our treatment of interest: if copying
deteriorates information, the expected score difference (model score minus copy
score) should be positive (null or negative otherwise). Comparisons of ‘copy–copy’
represent a control treatment: the expected score difference should be null. The
focal artefact (first artefact from the pair) was either a copy or the model and was
always compared to a copy (second artefact from the pair). The skill was consid-
ered to have deteriorated when the focal artefact outperformed the copy (score
difference strictly positive). The binary response variable was the presence or
absence of skill degradation. The independent variables were the type of the focal
artefact (‘copy’ or ‘model’). The identity of the focal artefact and the identity of the
producer of the second artefact from the pair were included as random effects. A
generalized linear mixed model (binomial) was used. All analyses were carried out
separately for each task (arrowhead and fishing net).
Correlation between best within-group information and individual perfor-
mances. This study was culture-centred, focusing on the state of the information
available within groups (how the best within-group information performed). Con-
sidering that the best-within-group information influences the subsequent per-
formance of the entire group, it is important to test the correlation between best
within-group information and individual performances: owing to prestige bias, the
best within-group information should affect the performance of the entire group.
We examined the correlation between the best within-group information and the per-
formance of the other players at the fifteenth trial using the Pearson correlation test.
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Extended Data Figure 1 | Cultural tasks. a, Rectangular grid composed of 35
attaching points in which to draw an arrowhead. The spacing between the
attaching points was modifiable. b, An example of an arrowhead. c, Square grid

composed of 25 attaching points in which to build a fishing net. The spacing
between the attaching points was modifiable. d, An example of a fishing net.
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Extended Data Figure 2 | Best within-group information associated with
the simple task, when conserved within the group. Performance is measured
using arbitrary life units. Plotted are the mean values 6 s.e.m. Considering only
the performance of the groups that conserved the task (see Methods), the
simple task of the cultural package was improved in all group sizes (mean
performance: 2-player groups 5 2,000, t 5 4.90, d.f. 5 10, P 5 0.0006; 4-player

groups 5 2,085, t 5 11.12, d.f. 5 8, P , 0.0001; 8-player groups 5 2,166,
t 5 18.84, d.f. 5 11, P , 0.0001; 16-player groups 5 2,242, t 5 27.57, d.f. 5 11,
P , 0.0001). Group size had a linear effect on the performance of the best
within-group arrowhead (F1,41 5 15.3, P 5 0.0003). The horizontal line shows
the performance of the arrowhead from the cultural package.
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Extended Data Figure 3 | Best within-group information associated with
the complex task, when conserved within the group. Performance is
measured using arbitrary life units. Plotted are the mean values 6 s.e.m. Only 4
2-player groups (26.7%) conserved the complex task and were therefore
excluded from the analysis. The complex task was stable in the 4-player groups
(mean performance 5 2,669, t 5 0.01, d.f. 5 5, P 5 0.99) and improved in the
larger groups. The difference between 8-player groups and the demonstration
of the cultural package was significant (mean 5 4,059, t 5 6.79, d.f. 5 7,
P 5 0.0001, one-sided) but marginally significant concerning 16-player groups
(mean 5 3,108, t 5 1.40, d.f. 5 9, P 5 0.09, one-sided). Group size had a linear

and an unexpected quadratic effect on the performance of the best within-
group fishing net (F1,24 5 10.6, P 5 0.003 and F1,24 5 9.88, P 5 0.004,
respectively). This quadratic effect could indicate that participants had trouble
making use of the information in a large group, but our experimental design
allows us to rule out this possibility (see Supplementary Information). Instead,
early performances of 16-player groups affected the probability of observing the
cultural-package demonstration, hindering players from acquiring pivotal
information (see Extended Data Fig. 4 and Supplementary Information). The
horizontal line shows the performance of the fishing net from the cultural
package.
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Extended Data Figure 4 | Best within-group information associated with a
fishing net (when conserved within the group) across time. The red line
shows 16-player groups and the blue line shows 8-player groups. Performance
is measured using arbitrary life units. Plotted are the mean values 6 s.e.m. At
the beginning of the game, the 16-player groups performed better than the
8-player groups (F1,22 5 21.7, P 5 0.0001), as expected. However, the opposite
was observed at the end of the game (F1,16 5 5.68, P 5 0.03). During the first
three trials, the performance associated with the best within-group fishing net
affected the probability of observing the cultural-package demonstration. Thus,
the probability of observing the cultural-package demonstration was lower in

16-player groups compared with 8-player groups. A lower rate of observation of
the cultural-package reduced the group performance suggesting that the
observation of demonstrations from other sources hindered the acquisition of
pivotal information (see Supplementary Information for details). It suggests
that, under specific conditions, the increasing number of valuable sources of
information associated with larger group size could lead to a suboptimal
cultural evolution rate. The horizontal solid line shows the performance of the
fishing net from the cultural package. The horizontal dashed line shows the
players’ daily needs.
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