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Determinants of nucleosome organization in
primary human cells
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Nucleosomes are the basic packaging units of chromatin, modulat-
ing accessibility of regulatory proteins to DNA and thus influencing
eukaryotic gene regulation. Elaborate chromatin remodelling
mechanisms have evolved that govern nucleosome organization at
promoters, regulatory elements, and other functional regions in the
genome1. Analyses of chromatin landscape have uncovered a variety
of mechanisms, including DNA sequence preferences, that can
influence nucleosome positions2–4. To identify major determinants
of nucleosome organization in the human genome, we used deep
sequencing to map nucleosome positions in three primary human
cell types and in vitro. A majority of the genome showed substantial
flexibility of nucleosome positions, whereas a small fraction showed
reproducibly positioned nucleosomes. Certain sites that position in
vitro can anchor the formation of nucleosomal arrays that have cell
type-specific spacing in vivo. Our results unveil an interplay of
sequence-based nucleosome preferences and non-nucleosomal
factors in determining nucleosome organization within mam-
malian cells.

Previous studies in model organisms3–7 as well as initial analyses in
human cells8 have identified fundamental aspects of nucleosome
organization. Here we focus on the dynamic relationships between
sequence-based nucleosome preferences and chromatin regulatory
function in primary human cells. We mapped tissue-specific and
DNA-encoded nucleosome organization across granulocytes and
two types of T cells (CD41 and CD81) isolated from the blood of a
single human donor, by isolating cellular chromatin and treating it
with micrococcal nuclease (MNase) followed by deep sequencing of
the resulting nucleosome-protected fragments (Methods, Supplemen-
tary Fig. 1). To provide sufficient depth for both local and global
analyses, we used high-throughput SOLiD technology, generating
584, 342 and 343 million mapped reads for granulocytes, CD41 and
CD81 T cells, respectively. These are equivalent to 16–283 genome
coverage by 147 bp nucleosome footprints (cores; see Methods). The
depth of sequence was critical for our subsequent analysis: although
shallower coverage can illuminate features of nucleosome positions
through statistical analysis (for example, refs 6, 8), any definitive
map and thus comparison of static and dynamic positioning requires
high sequence coverage throughout the genome.

To provide complementary data on purely sequence-driven nucleo-
some positioning in the absence of cellular influences, we reconstituted
genomic DNA in vitro with recombinantly derived histone octamers
to produce in vitro nucleosomes (Methods, Supplementary Fig. 2), and
generated over 669 million mapped reads, representing 323 core
coverage of the genome. To identify primary nucleosome positioning
sites in DNA, the reconstitution was performed under conditions of
DNA excess (see methods). We also generated a control data set of 321
million mapped reads from MNase-digested naked DNA. In the popu-
lation of granulocytes (our deepest in vivo data set), over 99.5% of the
mappable genome is engaged by nucleosomes (Methods), and 50 per-
cent of nucleosome-depleted bases occur in regions shorter than
160 bp.

We first focused on global patterns of nucleosome positioning and
spacing by calculating fragment distograms and phasograms6,7,9.
Distograms (histograms of distances between mapped reads’ start
positions aligning in opposing orientation, Supplementary Fig. 3a)
reveal the average core fragment size as a peak if there are many sites
in the genome that contain consistently positioned nucleosomes. A
positioning signal that is strongly amplified by conditioning the ana-
lysis on sites with three or more read starts (reflecting a positioning
preference; 3-pile subset), is present not only in vivo (Fig. 1a), but also
in vitro (Fig. 1b), demonstrating that many genomic sites bear
intrinsic, sequence-driven, positioning signals. Phasograms (histo-
grams of distances between mapped reads’ start positions aligning in
the same orientation, Supplementary Fig. 3b) reveal consistent spacing
of positioned nucleosomes by exhibiting a wave-like pattern with a
period that represents genome-average internucleosome spacing. In
granulocytes, the wave peaks are 193 bp apart (Fig. 1c, adjusted R2 5 1,
P-value , 10215), which, given a core fragment length of 147 bp, indi-
cates an internucleosome linker length of 46 bp. By contrast, the pha-
sograms of both types of T cells have spacing that is wider by 10 bp
(Fig. 1d), equivalent to a 56 bp average linker length. These results are
consistent with classical observations of varying nucleosome phases in
different cell types10,11. Linker length differences have been tied to
differences in linker histone gene expression12,13, which we found to
be 2.4 times higher in T cells compared to granulocytes (84 reads per
kilobase of mature transcript per million mapped reads (RPKM)14 vs
35 RPKM). The in vitro phasogram (Fig. 1e) reveals no detectable
stereotypic spacing of positioned nucleosomes, demonstrating a lack
of intrinsic phasing among DNA-encoded nucleosome positioning
sites.

Using a positioning stringency metric (Methods; Supplementary
Fig. 4) that quantifies the fraction of defined nucleosome positions
within a given segment, we calculated the fraction of the genome that
is occupied by preferentially positioned nucleosomes at different
stringency thresholds. The maximum number of sites at which some
positioning preference can be detected statistically is 120 million,
covering just over 20% of the genome (Supplementary Fig. 5) at the
low stringency of 23%. Thus, the majority of nucleosome positioning
preferences is weak, and nucleosomes across the majority of the
human genome are not preferentially positioned, either by sequence
or by cellular function.

Next we focused on how transcription and chromatin functions
affect nucleosome organization regionally. For each cell type, we
generated deep RNA-seq data and binned genes into groups accord-
ing to their expression levels. The average spacing of nucleosomes
was greatest within silent genes (CD41 T cells, 206 bp, Fig. 2a) and
decreased by as much as 11 bp as the expression levels went up
(t-statistic P-value 5 6.5 3 10234). This suggests that transcription-
induced cycles of nucleosome eviction and reoccupation cause denser
packing of nucleosomes and slight reduction in nucleosome occu-
pancy (Supplementary Fig. 6). On the basis of this result, we hypothe-
sized that higher-order chromatin organization as implied by specific
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chromatin modifications might be associated with specific spacing
patterns. Using previously published ChIP-seq data, we identified
regions of enrichment15 for histone modifications that are found within
heterochromatin (H3K27me3, H3K9me3)16, gene-body euchromatin

(H4K20me1, H3K27me1)16, or euchromatin associated with promoters
and enhancers (H3K4me1, H3K27ac, H3K36ac)17, and estimated spa-
cing of nucleosomes for each of these epigenetic domains. We found that
active promoter-associated domains contained the shortest spacing of
178–187 bp, followed by a larger spacing of 190–195 bp within the body
of active genes, whereas heterochromatin spacing was largest at 205 bp
(Fig. 2b). These results reveal striking heterogeneity in nucleosome
organization across the genome that depends on global cellular identity,
metabolic state, regional regulatory state, and local gene activity.

To characterize DNA signals responsible for consistent positioning of
nucleosomes, we identified 0.3 million sites occupied in vitro by nucleo-
somes at high stringency (.0.5; Methods). The region occupied by the
centre of the nucleosome (dyad) exhibits a significant increase in G/C
usage (Poisson P-value , 102100; Fig. 3a). Flanking regions increase in
A/T usage as the positioning strength increases (Fig. 3b). A subset of in
vitro positioned nucleosomes (stringency . 0.5) which are also strongly
positioned in vivo (stringency . 0.4) revealed increased A/T usage
within the flanks (Fig. 3c) compared to in vitro-only positioning sites
(Fig. 3a), which underscores the importance of flanking repelling ele-
ments for positioning in vivo. We term such elements with strong G/C
cores and A/T flanks ‘container sites’ to emphasize the proposed posi-
tioning mechanism (Fig. 3d). This positioning signal is different from a
10-bp dinucleotide periodicity observed in populations of nucleosome
core segments isolated from a variety of species18,19 and proposed to
contribute to precise positioning and/or rotational setting of DNA on
nucleosomes19 on a fine scale (Supplementary Fig. 7). G/C-rich signals
are known to promote nucleosome occupancy20,21, whereas AA-rich
sequences repel nucleosomes4, and our data demonstrate that precise
arrangement of a core-length attractive segment flanked by repelling
sequences can produce a strongly positioned nucleosome (Fig. 3d).
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Figure 1 | Global parameters of cell-specific nucleosome phasing and
positioning in human. a, In vivo granulocyte distogram (calculation explained
in Supplementary Fig. 3a). x-axis represents the range of recorded distances.
y-axis represents frequencies of observed distances within 1-pile (blue) and
3-pile (red) subsets. 1-pile subset represents the entire data set, 3-pile subset
represents a subset of sites containing three or more coincident read starts.
b, Distogram of the in vitro reconstituted nucleosomes showing 1-pile and
3-pile subsets as in (a). c, In vivo granulocyte phasogram (calculation explained
in Supplementary Fig. 3b). x-axis shows the range of recorded phases. y-axis
shows frequencies of corresponding phases. Phasograms of 1-pile, 3-pile and
5-pile subsets are plotted. Inset, linear fit to the positions of the phase peaks
within 3-pile subsets (slope 5 193 bp). d, Phasograms of blood cell types. Inset,
linear fits in CD41 T cells (203 bp) and granulocytes (193 bp). e, Phasograms of
1-pile, 3-pile and 5-pile subsets in the in vitro data.
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Dyad frequencies around container sites (Fig. 3e) show a strong peak
of enrichment in vivo, confirming that DNA positions nucleosomes in
vivo over these sites. Additionally, wave-like patterns emanate from
these sites in vivo (but not in vitro), reflecting the nucleation of phased
arrays by positioned cellular nucleosomes. Viewing these results in
light of the nucleosome barrier model22, which proposes that nucleo-
somes are packed into positioned and phased arrays against a chro-
matin barrier, we conclude that sequence-positioned nucleosome can
initiate propagation of adjacent stereotypically positioned nucleo-
somes. Importantly, wave periods around container sites are shorter
in granulocytes than in T cells, allowing tissue-specific variation in
linker length (Fig. 1d) to alter placement of nucleosomes over distances
of as much as 1 kilobase from an initial container site. Functional
consequences of such rearrangements might include global shifts in
regulatory properties that could contribute to distinct transcription
factor accessibility profiles in different cell types.

The cellular environment can drive nucleosomes to sequences not
intrinsically favourable to being occupied, as is evident in a genome-
wide comparison of observed nucleosome coverage of all possible
tetranucleotides between the granulocyte and the in vitro data
(Fig. 4a). In vitro, nucleosome occupancy is strongly associated with
AT/GC content, but this preference is abolished in vivo; the exception
are C/G rich tetramers that contain CpG dinucleotides, which show a
30% reduction in apparent nucleosome occupancy despite having high
core coverage in vitro. Consistent with this, CpG islands are fivefold
depleted for observed nucleosome coverage in vivo (Fig. 4b). No such
decrease is observed in the in vitro data set.

The decreased nucleosome occupancy of promoters could be due to
promoter-related functions of mammalian CpG islands, similar to
promoter-associated nucleosome-free regions observed in flies23 and

yeast5, which do not have CpG islands. We therefore analysed
transcription-dependent nucleosome packaging around promoters.
As in other organisms23–27, promoters of active genes have a nucleo-
some-free region (NFR) of about 150 bp overlapping the transcriptional
start site and arrays of well-positioned and phased nucleosomes that
radiate from the NFR (Fig. 4c). A notable reduction in apparent nucleo-
some occupancy extends up to 1 kb into the gene body. We also
observed consistent nucleosome coordinates in an independent data
set of H3K4me3-bearing nucleosomes16 (Fig. 4d). Comparison of the
nucleosome data (Fig. 4d) with binding patterns of RNA polymerase
II16 (Fig. 4d) around active promoters indicates that phasing of
positioned nucleosomes can be explained by packing of nucleosomes
against Pol II stalled at the promoter, with Pol II potentially acting as the
‘barrier’. The set of inactive promoters, by contrast, exhibits neither a
pronounced depletion of nucleosomes, nor a positioning and phasing
signal (Fig. 4c). The transition of an inactive promoter to an active one is
therefore likely to involve eviction of nucleosomes, coupled with
positioning and phasing of nucleosomes neighbouring RNA Pol II
(Fig. 4e). These results indicate that CpG-rich segments in mam-
malian promoters override intrinsic signals of high nucleosome affinity
(Supplementary Fig. 8) to become active; this would be in contrast to fly
and yeast, where AT-rich promoters may comprise intrinsic sequence
signals that are particularly prone to nucleosome eviction28.

To explore how regulatory factors interact with sequence signals to
influence nucleosome organization outside of promoters, we focused
on binding sites of the NRSF/REST repressor protein15 and the insu-
lator protein CTCF. NRSF and CTCF sites are flanked by arrays of
positioned nucleosomes (Fig. 4f and Supplementary Fig. 9), consistent
with barrier-driven packing previously reported for CTCF29,30. Both
proteins occupy additional linker space, with NRSF taking up an extra
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37 bp and CTCF 74 bp. In agreement with sequence-based predic-
tions21, both CTCF and NRSF sites intrinsically encode high nucleo-
some occupancy as can be seen from the in vitro data (Fig. 4f and
Supplementary Fig. 9), but this signal is overridden in vivo by occlusion
of these sites from associating with nucleosomes. Additionally,
phasing of nucleosomes around these regulatory sites is more compact
in granulocytes compared to T cells (Supplementary Fig. 9), again
exemplifying the importance of cellular parameters for placement of
nucleosomes.

Our genome-wide, deep sequence data of nucleosome positions
facilitated an initial characterization of the determinants of nucleosome
organization in primary human cells. Spacing of nucleosomes differs
between cell types and between distinct epigenetic domains in the same
cell type, and is influenced by transcriptional activity. We confirm
positioning preferences in regulatory elements such as promoters
and chromatin regulator binding sites, but find that the majority of
the human genome exhibits little if any detectable positioning. The

influence of sequence on positioning of nucleosomes in vivo is modest
but detectable. Despite DNA sequence being a potent driver of nucleo-
some organization at certain sites, the cellular environment often
overrides sequence signals and can drive nucleosomes to occupy
intrinsically unfavourable DNA elements or evict nucleosomes from
intrinsically favourable sites. We find evidence for the barrier model
for nucleosome organization, and that barriers can be nucleosomes
(positioned by container sites), RNA polymerase II (stalled at the
promoter), or sequence-specific regulatory factors. Our nucleosome
maps should be useful for investigating how nucleosome organization
affects gene regulation and vice versa, as well as for pinpointing the
mechanisms driving regional heterogeneity of nucleosome spacing.

METHODS SUMMARY
Neutrophil granulocytes, CD41 and CD81 T cells were isolated from donor blood
using Histopaque density gradients and Ig-coupled beads against blood cell sur-
face makers (pan T and CD41 microbeads, Miltenyi Biotec). Nucleosome cores
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were prepared as described previously7; cells were snap-frozen and crushed to
release chromatin, followed by micrococcal nuclease treatment. In vitro nucleo-
somes were prepared by combining human genomic DNA with recombinantly-
derived histone octamers at an average ratio of 1 octamer per 850 bp. Unbound DNA
was then digested using micrococcal nuclease. After digestion, reactions were
stopped with EDTA, samples were treated with proteinase K, and nucleosome-
bound DNA was extracted with phenol-chloroform and precipitated with ethanol
(Supplementary methods). Purified DNA was size-selected (120–180 bp) on agarose
to obtain mononucleosome cores, followed by sequencing library construction.
RNA was isolated by homogenizing purified cells in TRIzol, poly-A RNA was
purified using a Qiagen Oligotex kit and RNA-seq libraries were constructed using
a SOLiD Whole Transcriptome Analysis kit. All sequence data was obtained using
the SOLiD 35 bp protocol and aligned using the SOLiD pipeline against the human
hg18 reference genome. Downstream analyses were all conducted using custom
scripts (Methods).

Full Methods and any associated references are available in the online version of
the paper at www.nature.com/nature.
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METHODS
Cell purification. Blood samples were obtained from the Stanford Blood Center.
Samples were screened for any medical history of malignancy or signs of infectious
disease, and tested for serologic evidence of viral infections to ensure that samples
came from healthy donors. The Stanford Blood Center procedures used for the
cells in this study are the same as those used for transfusion of patients and are
routinely inspected by the FDA, the American Association of Blood Banks, and the
College of American Pathologists. The blood for the experiments was processed
immediately upon donation to avoid any change in quality as a result of sample
storage.

Buffy coat (36 ml) from a blood donor was diluted in PBS to a total volume of
200 ml. The cells were layered on a Histopaque gradient with densities 1.119 and
1.077 g ml21 according to manufacturer’s instructions (Sigma HISTOPAQUE-
1119 and 1077) and separated by centrifugation to yield granulocytes and mono-
nuclear fractions. T cells were isolated from mononuclear cells using a Pan T
isolation Kit (Miltenyi Biotec), followed by separation into CD41 and CD81

fractions using CD41 microbeads (Miltenyi Biotec).
Isolation of mononucleosome core DNA fragments from human cells. To
isolate mononucleosome core DNA from human cells, neutrophil granulocytes,
CD41 lymphocytes and CD81 lymphocytes were flash-frozen in liquid nitrogen
in 0.34 M sucrose Buffer A and ground, digested on different days, and isolated as
described in ref 7. By carrying out an MNase digestion in a short time frame
(12 min at 16 uC) following grinding of the samples, we minimize the potential
for nucleosome mobility. To maximize uniformity of representation, we use an
extraction protocol after MNase digestion that does not rely on solubility of the
individual core particles; this resulted in recovery of the bulk of input DNA as a
mono-nucleosome band (Supplementary Fig. 10), limiting the degree to which the
protocol might select for specific (for example, accessible) chromosomal regions.
The mean nucleosome core length obtained for analysis (153 nucleotides) indi-
cates an average overhang of 3 nucleotides on each side of individual cores
(147 bp 1 2 3 3 bp 5 153 bp). Subsequent analyses assign nucleosome positions
accounting for this mean overhang and making use of the ability to define location
based on interpolation between values calculated from plus-oriented and minus-
oriented reads (see below).
Preparation of in vitro nucleosomes. Naked genomic DNA isolated from neu-
trophil granulocytes from our in vivo studies was sheared by sonication using a
Covaris sonicator and separated on a 1% UltraPure Agarose (Invitrogen) gel run at
100 V for 1 h. A smear of fragments with lengths from 850–2,000 bp (the bulk of
the sheared DNA) was isolated and extracted from the gel using the QIAquick Gel
Extraction Kit (Qiagen). DNA fragment lengths several-fold larger than nucleo-
some cores were chosen for this analysis to minimize any end-effects that could
have contributed an end-based signal at shorter fragment sizes. Lack of end-
preference in the reconstitutions was then confirmed under the conditions of these
assays using a series of defined restriction fragments as templates for assembly
(S.M.J. and A.F., results not shown).

The ends of the sheared DNA fragments were repaired as described below and
then were assembled with recombinant Xenopus histones into nucleosomes as
described previously34 at a 1.1:1 molar ratio of DNA to histone octamer such that
on average one nucleosome would occupy 850 bp of DNA. Specifically, 4.9mg of
DNA and 0.80mg of octamer were reconstituted in a total volume of 200ml.

The ref. 34 conditions (in which DNA was not limiting) were used for our analysis
in order to focus specifically on primary sequence effects on nucleosome position.
We note that two recent studies in yeast use somewhat different conditions, with a
higher ratio of nucleosomes to DNA3,27. Assays at high nucleosome:DNA ratio
provide a composite readout reflecting both (1) primary preferences of nucleosomes
(caused by sequence signals within the nucleosome-bound DNA) and (2) secondary
effects due to steric hindrance as a result of dense packing of nucleosomes. Although
such data are certainly valuable in modelling chromosome dynamics, the goals of our
study (definition of individual sequence elements that can initiate positioning) were
best served with the lower nucleosome:DNA assay conditions34.
Isolation of in vitro nucleosome core DNA fragments. In vitro nucleosome core
DNAs were isolated by diluting 70ml of the reconstituted in vitro nucleosome into
a total volume of 200ml containing 5 mM MgCl2, 5 mM CaCl2, 70 mM KCl and
10 mM Hepes at pH 7.9 (final concentrations) and digesting with 20 units of
micrococcal nuclease (Roche) resuspended at 1 Uml21 for 15 min at room tem-
perature. The digestion was stopped by adding an equal volume of 3% SDS,
100 mM EDTA and 50 mM Tris. Octamer proteins were removed by treating with
one-tenth volume proteinase K (20 mg ml21 in TE at pH 7.4) for 30 min at 50 uC
followed by phenol/chloroform and chloroform extractions and ethanol precipi-
tation. This procedure was repeated twice to process the entire in vitro sample, and
then in vitro DNA cores were isolated on a 2% UltraPure Agarose (Invitrogen) gel
run at 100 V for 1 h followed by DNA extraction from the gel using a QIAquick Gel
Extraction Kit (Qiagen) following the standard protocol with the exception of

allowing the isolated gel sample to incubate in Buffer QG at room temperature
until dissolved.
Genomic MNase digest control library preparation. For control libraries, geno-
mic DNA (20mg) from human neutrophil granulocytes in 0.34 M sucrose Buffer A
with 13 BSA (New England Biolabs) and 1 mM CaCl2 was digested with 200 units
of micrococcal nuclease (Roche) (0.4 Uml21 final concentration) in a total volume
of 500ml for 10 min at 23 uC. The digestion was stopped by addition of 10ml 0.5 M
EDTA, followed by ethanol precipitation. The digested DNA was run on a 2.5%
agarose gel and the smear of DNA fragments from 135–225 bp was excised from
the gel and purified using a QIAquick Gel Extraction Kit (Qiagen) as noted above.
End repair, linker ligation and library amplification. The ends of isolated
mononucleosome core DNAs (granulocytes, CD41 lymphocytes and CD81 lym-
phocytes), in vitro core DNAs and genomic control DNAs were processed by
treating 0.3–0.5mg of the DNA samples with T4 polynucleotide kinase (New
England Biolabs) at 37 uC for 2.5 h followed by ethanol precipitation and sub-
sequent treatment with T4 DNA polymerase (New England Biolabs) in the pres-
ence of dNTPs for 15 min at 12 uC. After purification using either a QIAquick Gel
Extraction Kit as described above or a QIAquick PCR Purification Kit (Qiagen),
linkering of previously annealed duplexes AF-SJ-47 (59-OH-CCACTACGCCT
CCGCTTTCCTCTCTATGGGCAGTCGGTGAT-39)/AF-SJ-48 (59-P-ATCAC
CGACTGCCCATAGAGAGGAAAGCGGAGGCGTAGTGGTT-39) and AF-
SJ-49 (59-OH-CTGCCCCGGGTTCCTCATTCTCT-39)/AF-SJ-50 (59-P-AGAG
AATGAGGAACCCGGGGCAGTT-39) to the samples was accomplished with
T4 DNA ligase during a 6.5-h room-temperature incubation. The ligation reactions
were separated on a 2% agarose gel, and the relevant band isolated as described
above. Amplification of the linkered libraries was accomplished with 8 (granulocyte
mononucleosome library), 10 (CD41 lymphocytes, CD81 lymphocytes and
genomic control libraries) or 12 (in vitro library) cycles of polymerase chair reaction
(PCR) using primers AF-SJ-47 (SOLiD P1 primer) and AF-SJ-49 (SOLiD P2
primer) with subsequent separation and purification using a 2% agarose gel and
the QIAquick Gel Extraction Kit as described above. The number of cycles used in
the PCR amplification were monitored and selected as described in ref. 25.
RNA-seq library preparation. Cells were homogenized in TRIzol using an 18G
needle, followed by total RNA extraction using phenol-chloroform-isoamyl alcohol.
Poly-A RNA was isolated from total RNA using a Qiagen Oligotex kit according to
the manufacturer’s instructions. The RNA-seq SOLiD sequencing library was built
from 100 ng of poly-A RNA according to the manufacturer’s instructions (SOLiD
whole transcriptome analysis kit).
DNA sequencing and mapping. Both nucleosome fragment and RNA-seq libraries
were sequenced using the SOLiD DNA sequencing platform to produce 35 bp reads.
All sequence data was mapped using SOLiD software pipeline against the human
hg18 assembly using the first 25 bp from each read. This was done to maximize the
number of the reference-mapped reads, as the higher error rate in read positions
26–35 of that version of the SOLiD chemistry prevented a substantial fraction of
reads from mapping to the genome. For the genome-wide analysis we retained
only unambiguously mapped reads.

Genome coverage by nucleosome cores was calculated as: core coverage 5
(number of mapped reads) 3 (147)/(genome size)
mRNA sequencing and data analysis. RNA-seq libraries were sequenced on the
SOLiD platform to produce 35 bp reads and then the first 25 bp of each read were
mapped to hg18 using the SOLiD mapping pipeline which resulted between 77
and 99 million mapped reads for each cell type. RPKM values were calculated as in
ref. 14, with a modification that adjusted for transcript length, which was calcu-
lated according to the formula L’~L{50|(E{1), where L is the actual tran-
script length, and E is the number of exons in the gene. This modification is needed
because of the lack of mappings across splice junctions.
Mathematical notations. Start counts: Sz={(j) represent counts of 59 coordinates
of reads that map in 1 or – orientation at the j-th position of the reference strands.
For example, if read maps to the interval [x,y) on the 1 strand, then its 59
coordinate is x, if it maps to – strand, then it’s y – 1.
Indicator functions: I(condition) 5 1 if condition is satisfied, 0 otherwise.
Nucleosome positioning stringency metric: nucleosome positioning stringency
metric quantifies the fraction of nucleosomes covering a given position that are
‘well positioned’. The stringency at position i of the genome is calculated according
to the formula:

S(i,w~30)~
D(i,w~30)

Piz150
i{150

1:09
w

D(j,w~30)
,

where D(i,w) is a kernel-smoothed dyad count calculated according to the formula:

D(i,w)~
XL

j~0
K(i{j,w):d(j),

LETTER RESEARCH

Macmillan Publishers Limited. All rights reserved©2011



where L is the size of a given chromosome, and K(u,w) is a smoothing kernel
function of the form:

K(u,w)~(1{(u=w)2)3Ifjujvwg,

and
ð1

{1
(1{u2)3du~1=1:09,

and d(j) represents the number of dyads that occurs at the position j:

d(j)~sz(j{l=2)zs{(jzl=2):

Here l is the average library size (l 5 153 for in vivo data sets, 147 for in vitro data
set). The core size is inferred from the 3-pile distogram peak position in the range
of 100–200 bp.

The numerator of the stringency formula represents a kernel-smoothed count of
nucleosome centres (dyads) at position i in the genome, whereas the denominator
represents the count of nucleosome centres that infringe on the nucleosome centred
at that position, which is inferred by integration of the dyad density estimate over an
area of nucleosome infringement. The stringency is constructed in such a way that it
would achieve a maximum of 1 if all nucleosomes were perfectly centred at that
position (Supplementary Fig. 4). If two alternative, mutually exclusive, equally
frequent nucleosome positions are observed in the data, then the stringency would
be 0.5 or 50% for each alternative site (illustrated in Supplementary Fig. 4).

Application of the Kernel Density Estimation allowed obtaining smooth esti-
mates of the stringency, which was useful for detection of nucleosome centres and
robustly estimating the degree of positioning. We experimented with other
smooth kernels and obtained highly consistent results. In principle, the kernel
choice should not affect the results substantially as long as there is sufficient
nucleosome core coverage (which follows from the convergence property of
Kernel Density Estimation).

The kernel bandwidth w is an important parameter of the stringency formula
and provides a means to control the smoothness of the stringency profile. Larger
values of w provide higher smoothing but result in less accurate estimates of
positioning centres, which is acceptable in cases of low core coverage. On the
other hand, lower values of w result in less smoothing but more accurate estima-
tion of the positioning centres, which is desirable in cases when nucleosome core
coverage is high. We decided to use w 5 30 in our calculation as it provided a
sufficient amount smoothing across all of our data sets without sacrificing the
sharpness of the positioning estimate.

Nucleosome positioning stringency was used for calculation of the fraction of
the genome containing preferentially positioned nucleosomes (Supplementary
Fig. 5). Positioned nucleosomes used in the container site analysis (Fig. 3a–c) were
identified with the positioning stringency metric (as shown) and additional filters
on nucleosome occupancy (in vitro occupancy . 30) to improve the statistical
confidence of the positioning estimates.
Nucleosome dyad coordinates. Nucleosome dyads were inferred from 59 coor-
dinates of reads by shifting them by half the average nucleosome core size towards
the 39 end. The average nucleosome cores size was estimated by a maximum value
of the 3-pile distogram in a size range of 100–200 bp.
Rotational positioning analysis. We examined oligonucleotide preferences of
rotational positioning of nucleosomes, which is associated with 10-bp patterning
of short k-mers within nucleosome cores18,31. Plotting the frequencies of dyads
around specific oligomers within the genome showed that the strongest patterning
was exhibited by C-polymers (CC,CCC) with an exact helical period of 10.15 bp
(Supplementary Fig. 7a, P-value , 2 3 10216), indicating that they are important
for rotational positioning. In vivo, such rotational preferences are much less
pronounced (Supplementary Fig. 7b), indicating that cellular factors or conditions
often override the sequence-encoded rotational settings.

Characterization MNase cleavage patterns. MNase is known to have sequence
preferences that can affect both individual and bulk analyses of chromatin struc-
ture. Previous studies comparing MNase with alternative probes in model systems,
both at specific loci (for example, ref. 32) and genome wide (for example, ref. 33),
support the correspondence between the patterns of nucleosomes inferred from
MNase digestion of chromatin and the in vivo chromatin landscapes. Nonetheless,
it remained important to characterize the patterns of MNase activity in our data.

We investigated the extent of cleavage bias by MNase by examining sequence
preferences within the cleavage sites, which correspond to 59 end read positions in
our data (Supplementary Figure 7a–e). Consistent with previous observations,
MNase exhibits a pronounced but imperfect tendency to cleave at A or T nucleo-
tides in naked DNA (Supplementary Fig. 11a). This same bias is detectable but,
importantly, weaker when nucleosomes occupy the DNA, both in vivo and in vitro
(1-pile subsets, top row b–e). Sites of more frequent cleavage (3-pile and 5-pile
subsets, middle and bottom rows) revealed preferences that were virtually indis-
tinguishable from the single-site preference.

The fact that the cleavage bias does not extend beyond 1–2 base pairs
suggests that our analyses of nucleosome positioning preferences, which have
substantially less than single-base resolution, should be robust to biases introduced
by the MNase digestion. A case in point is the above-discussed rotational position-
ing analysis, whose resolution is on the order of 10 bp and which involves
oligonucleotides that do not resemble the MNase cleavage site (Supplementary
Fig. 7a).

To investigate whether the sequence-driven nucleosome positioning element
identified by the in vitro reconstitution experiment (Fig. 3) was a result of particu-
larly pronounced MNase digestion bias within specific sites, we examined nucleo-
tide preferences of nucleosome fragments overlapping sites of medium (.0.5) and
high (.0.7) positioning stringency (Supplementary Fig. 11f, g). Preferences within
these sites are identical to genome-wide preferences, ruling out the possibility that
their positioning is an artefact of MNase digestion. In addition, we observe wave-
like patterns in vivo around these sites (Fig. 3e) consistent with existence of a
chromatin barrier in the form of a well-positioned nucleosome.

The lack of systematic differences in cleavage bias in our experimental data sets,
in conjunction with the fact that naked DNA is affected most by the cleavage bias,
suggests that our conclusions are robust to the use of MNase.
Analyses of independent data sets. We conducted additional analyses on inde-
pendent data not generated by us to address any lingering concerns about biases or
reproducibility. First, we sought to confirm independently that MNase cuts the
linker DNA separating nucleosomes. In our data, CTCF sites (Supplementary
Fig. 9) are surrounded by arrays of highly positioned and phased nucleosomes
extending at least 1 kb in each direction. We investigated the frequency of cleavage
by DNase I, a nuclease with preferences different from those of MNase, around
CTCF sites within lymphoblastoid cell lines, using publicly available data from the
ENCODE project. In agreement with our MNase results, we observed strongly
phased peaks in the DNase I ENCODE data that align with linker DNA sites in
our nucleosome data (Supplementary Fig. 12).

The estimates of spacing between nucleosomes as depicted in Fig. 1d are con-
sistent between the two types of T cells we analysed. To ask whether these estimates
were also reproducible by a different approach, we turned to a published data set
that was generated for a different purpose, and by different means. Ref. 8 com-
pared nucleosome distribution between resting and activated CD41 T cells using
MNase treatment of the cellular chromatin. We analysed spacing of nucleosomes
in their data and obtained a highly concordant estimate of 202 and 203 bp
(Supplementary Fig. 13) which is in agreement with the 203 bp spacing we see
in our data (Fig. 1d).

34. Luger, K., Rechsteiner, T. J. & Richmond, T. J. Preparation of nucleosome core
particle from recombinant histones. Methods Enzymol. 304, 3–19 (1999).
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Supplementary Figure 1. Schematic depiction of in vivo nucleosome mapping experiment. Blood cells were isolated 
from a human donor blood and sorted into populations representing CD4+ T-cells, CD8+ T-cells and granulocytes. 
Nuclear chromatin was released by crushing the cells, followed by Micrococcal nuclease treatment.  Mononucleosome 
fraction was isolated by gel electrophoresis and sequenced to high depth using SOLiD platform.
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Supplementary Figure 2. Schematic representation of in vitro reconstitution experiment. Recombinant histones were assembled 
to produce the histone octamer particles. Human genomic DNA was sheared to a range of 0.6-1.7 Kb and combined with octam-
ers at a ratio of one octamer per 850 bps of DNA.  The salt was gradually dialyzed away and unbound DNA was removed by 
Micrococcal nuclease treatment. Nucleosome-bound DNA was purified and sequenced on the SOLiD platform.
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Supplementary Figure 3. Distograms and phasograms. (A) Schematic depiction of the distogram calculation. 
Blue arcs represent recorded distances between nucleosome reads that map on opposite strands. Distance frequen-
cies are represented as a histogram (distogram, see Fig. 1A-B of the main text). Distograms are used to reveal the 
existence of consistently positioned nucleosomes in the main data. (B) Schematic depiction of the phasogram 
calculation. Blue arcs represent recorded phases between the nucleosome reads mapping on the same strand of the 
reference genome. Phase frequencies are represented as a histogram (phasogram, see Fig 1C-D).  Phasograms are 
used to reveal the existance of consistently spaced nucleosomes forming regular arrays.
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Supplementary Figure 4. Schematic depiction of the nucleosome positioning stringency metric. At the sites containing perfrectly 
positioning nucleosomes (panel A) the stringency values are 1.0 (100% positioning), and at the sites containing two mutually 
exclusive nucleosome positions which are utilized with 50% frequency across cells (panel B), the stringency values are 0.5 (50% 
positioning frequency at each of the two sites). Nucleosome dyad positions are identified as the local maxima of the stringency 
profile (green arrows). 
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Supplementary Figure 5. Genome-wide positioning of nucleosomes. (A) Global in vivo nucleosome positioning of 
granulocytes. In both panels, X axis represents a range of positioning stringency cuto!s. In the left panel, Y axis represents 
the number of positioned dyads at a given positioning stringency cuto!. The red curve represents granulocyte data, the 
blue curve represents genomic DNA control matched to the number of granulocyte reads, the green curve represents the 
di!erence curve that provides the number of statistically positioned dyads at a given stringency cuto!. In the right panel, Y 
axis represents the fraction of the genome covered by 147 bp nucleosome cores centered at the dyad positions exceeding a 
given stringency. The red curve represents granulocyte nucleosome data, the blue curve represents genomic control 
matching the granulocyte data read number, and the green curve represents the di!erence between granulocytes and 
control curves and gives the fraction of the genome covered by statistically positioned nucleosomes. (B) Global in vitro 
nucleosome positioning. The data are plotted as in (A) using in vitro data and control matching the read number of the in 
vitro data set.
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represents gene expression values binned according to their RPKM values. Y axis represents normalized frequencies 
of observed nucleosome  coverage within the regions occupied by genes in each bin. 
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Supplementary Figure 7. (A) Signatures of rotational positioning of in vitro nucleosomes. Shown are preferences 
relative to most dimers and trimers composed of Cs and As. X axis represents a distance from a given oligomer to a 
dyad inferred from mapped sequence reads. Y axis represents the frequency of dyads at a given distance normal-
ized to the expected frequency.  10bp-spaced peaks represent helical rotational preferences of oligomers relative to 
nucleosome surface. (B) Signatures of rotational positioning of in vivo granulocyte nucleosomes against the same 
panel of oligomers.
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Supplementary Figure 8. Sequence-encoded nucleosome organization around TSS. Plotted are frequencies of in 
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a corresponding color displayed in the legend.
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Supplementary Figure 11. Micrococcal nuclease sequence bias anaysis. Shown are Weblogos (Crooks et al 2004) 
across sites cleaved by micrococcal nuclease in the control data (A), in vivo nucleosome data (B-D), and in vitro nucleo-
some data (E-G). We examined sites containing nucleosomes of increasing positioning strength (Pile1, sites with 1 or 
more read starts on the same strand; Pile3, sites with 3 or more read starts; Pile5,  sites with 5 or more reads starts).  For 
each subset, we aligned start positions and plotted nucleotide frequency at corresponding sites, with 0 representing the 
first sequenced base of the fragments. For the sites containing positioned in vitro nucleosomes (stringency > 0.5 and > 
0.7), we plotted nucleotide frequencies from overlapping nucleosome fragments.
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Supplementary Figure 13. Nucleosome spacing in resting and activated T-cells. (A) Phasograms of nucleosomes in 
resting and activated T-cells (Schones et al, 2008). Nucleosome spacing was estimated using a linear fit to peak positions in 
the corresponding phasograms. (B) Spacing was estimated to be 202.9 bps in resting T-cells, and (C) 202.1 bps in activated 
T-cells. These results provide independent replication of phasing estimates in CD4+ and CD8+ T cells (Fig. 1D).
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Dynamic transcriptional events in
embryonic stem cells mediated by
the super elongation complex (SEC)
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Transcriptional regulation of developmentally controlled genes is at the heart of differentiation and organogenesis.
In this study, we performed global genomic analyses in murine embryonic stem (ES) cells and in human cells in
response to activation signals. We identified an essential role for the ELL (eleven–nineteen lysine-rich leukemia
gene)/P-TEFb (positive transcription elongation factor)-containing super elongation complex (SEC) in the
regulation of gene expression, including several genes bearing paused RNA polymerase II (Pol II). Paused Pol II has
been proposed to be associated with loci that respond rapidly to environmental stimuli. However, our studies in ES
cells also identified a requirement for SEC at genes without paused Pol II, which also respond dynamically to
differentiation signals. Our findings suggest that SEC is a major class of active P-TEFb-containing complexes
required for transcriptional activation in response to environmental cues such as differentiation signals.

[Keywords: transcription elongation; immediate early genes; ELL2; AFF4]
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Transcriptional regulation by RNA polymerase II (Pol II)
is a multifaceted process requiring the concerted action
of a large number of factors for the steadfast synthesis
of full-length messenger RNA (mRNA) (Workman and
Kingston 1998; Shilatifard et al. 2003; Sims et al. 2004;
Bres et al. 2008; Boettiger and Levine 2009). Transcription
by Pol II is divided into four stages: initiation, promoter
clearance, elongation, and termination. The initiation
stage of transcription requires nucleosomal remodeling
around the enhancer and promoter regions followed by
the recognition of the promoter elements by the basal
transcription machinery and Pol II. Once the basal factors
and Pol II are recruited to the promoter elements, the
catalysis of the first phosphodiester bond marks the
initiation of transcription (Shilatifard 1998; Sims et al.
2004). For many years, it was considered that transcrip-
tion initiation was the rate-limiting step to the transcrip-
tion process as a whole. However, a large number of
studies demonstrated that the elongation stage of tran-
scription regulated by a number of factors is essential for
productive transcription (Shilatifard et al. 2003; Sims
et al. 2004; Levine 2011). In support of a vital role for

the elongation stage of transcription in development, it
has been demonstrated that the perturbation of this stage
of transcription or the factors involved in this process
results in the pathogenesis of human diseases, including
cancer (Shilatifard et al. 2003; Mohan et al. 2010).

In addition to the control of the productive elongation
stage of transcription by Pol II elongation factors, many
developmentally regulated genes in mammalian cells are
marked by stalled or paused Pol II at their proximal-
promoter regions (Muse et al. 2007; Zeitlinger et al. 2007;
Core et al. 2008; Boettiger and Levine 2009; Rahl et al.
2010; Levine 2011). Such polymerases have already been
initiated and are awaiting proper developmental signals
to enter the processive stage of transcription elongation
(Rougvie and Lis 1988). Some studies have suggested that
marking such developmentally regulated genes by paused
Pol II could enhance their ability to be induced rapidly in
a robust manner (Nechaev and Adelman 2008). Other
studies, however, have proposed that the presence of
paused Pol II at developmentally regulated genes allows
for a synchronous induction of the same set of genes in
distinct cell populations at the appropriate stage of de-
velopment (Boettiger and Levine 2009).

Multiple factors have been identified to achieve proper
promoter clearance and the processive elongation stage of
transcription during development. These factors include
Elongin A, DSIF (DRB sensitivity-inducing factor), NELF
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(negative elongation factor), P-TEFb (positive transcrip-
tion elongation factor), and ELL (eleven–nineteen lysine-
rich leukemia gene) (Jones and Peterlin 1994; Shilatifard
et al. 2003; Sims et al. 2004; Peterlin and Price 2006; Bres
et al. 2008; Levine 2011). Both Elongin A and DSIF are
capable of increasing the catalytic rate of the productive
transcription by Pol II; however, in addition to its role in
this process, DSIF also works with NELF to regulate Pol II
arrest (Yamaguchi et al. 1999; Shilatifard et al. 2003;
Cheng and Price 2007). Such arrested Pol IIs are released
by the Cdk9 kinase activity of P-TEFb, which phosphor-
ylates the C-terminal domain (CTD) of Pol II and many of
the other transcription factors, signaling the release of the
stalled Pol II into productive transcription (Jones and
Peterlin 1994; Fuda et al. 2009). ELL was purified based
on its catalytic properties to increase the Vmax rate of
transcription elongation by Pol II (Shilatifard et al. 1996;
Shilatifard 1998). Translocations of ELL involving the
mixed-lineage leukemia gene MLL are associated with
the pathogenesis of childhood leukemia and misregula-
tion of developmental genes (Thirman et al. 1994). In
addition to ELL, a large number of genes with very little
sequence or obvious functional similarities are found in
translocations with MLL in leukemia (Mohan et al. 2010).

In support of the hypothesis that the elongation stage of
transcription by Pol II has an essential role in develop-
ment and cancer pathogenesis, ELL and several other
MLL translocation partners were biochemically isolated
as part of the super elongation complex (SEC) that
contains P-TEFb (Lin et al. 2010). SEC has also been
shown to play a role in regulating the elongation stage of
transcription controlled by HIV-1 Tat (He et al. 2010;
Sobhian et al. 2010). These studies suggest that MLL
translocations function by regulating the elongation stage
of transcription on developmentally regulated genes,
such as the HOX loci, through the association of MLL
chimeras with P-TEFb within the ELL-containing SEC.
This association of SEC with MLL through chromosomal
translocations can result in the premature release of
paused Pol II at developmental loci (Mohan et al. 2010;
Smith et al. 2011).

P-TEFb participates in a variety of complexes, both
active and inactive (Bres et al. 2008; He and Zhou 2011).
Both Brd4 and Myc-containing P-TEFb complexes have
been considered to be major regulators of transcription
elongation (Zhou and Yik 2006; Zippo et al. 2009; Donner
et al. 2010; Rahl et al. 2010). To investigate to what degree
SEC functions genome-wide in transcription elongation
control, we performed chromatin immunoprecipitation
(ChIP) and sequencing (ChIP-seq) studies in both mouse
embryonic stem (ES) cells in response to retinoic acid (RA)
induction and human HCT-116 cells in response to serum
stimulation. Our studies in mouse ES cells identified gene
targets for SEC, many of which are developmental regula-
tors with paused Pol II that were rapidly induced to high,
but relatively uniform, levels. Our studies in human HCT-
116 cells found that SEC is also a major regulator of
immediate early genes induced by growth factors.

Together, these findings suggest that the presence of
paused Pol II at promoter-proximal regions and recruit-

ment of SEC upon activation may represent a major
cellular mechanism for rapid and uniform induction of
gene expression upon exposure to key developmental
signals. Intriguingly, our global genomic studies in ES
cells also identified a requirement for SEC at Cyp26a1,
a gene that does not bear paused Pol II at its promoter-
proximal region, yet responds dynamically to RA in an
even more rapid manner than other genes that have
paused Pol II at their promoter-proximal regions. Our
findings suggest that the recruitment of SEC allows genes
to respond in a rapid and dynamic manner to develop-
mental signals in different cell types in mammals, and
that SEC is involved in transcriptional induction that is
both dependent on and independent of the presence of
paused Pol II.

Results

The SEC is enriched on highly transcribed genes
in ES cells

We previously identified the SEC as a transcription elon-
gation complex containing the known elongation factors
ELL1–3, EAF1–2, P-TEFb, and several other translocation
partners of MLL found in leukemia (Fig. 1A), including
AFF1, AFF4, AF9, and ENL (Lin et al. 2010). SEC was
previously shown to be required for a normal cellular
function, the induction of the HSP70 gene upon stress,
and the misregulation of transcription of the HOXA9 and
HOXA10 genes by MLL chimeras (Lin et al. 2010). SEC
was later found to be required for Tat-mediated HIV
transactivation (He et al. 2010; Sobhian et al. 2010). Our
previous studies demonstrated a close relationship be-
tween AFF4 and ELL2; AFF4 was central for the forma-
tion of SEC, and the RNAi-mediated knockdown of AFF4
led to the destabilization of the ELL2 protein (He et al.
2010; Lin et al. 2010). To investigate a possible role of SEC
in the control of developmental genes poised for activa-
tion in early development, we developed antibodies to
SEC components (Supplemental Fig. S1; Lin et al. 2010)
and performed a genome-wide occupancy analysis of the
SEC components in mouse ES cells using ChIP-seq of
AFF4, ELL2, Cdk9, and RNA Pol II. These SEC compo-
nents co-occupy many of the same genes, including
highly expressed housekeeping genes such as the histone
genes (Supplemental Fig. S2); however, SEC is only found
at a subset of highly transcribed genes (Fig. 1B,C,E). SEC
components are enriched at the transcription start site
(TSS) regions of these genes and within the gene body
similar to the Pol II distribution (Fig. 1D; Supplemental
Fig. S2). The co-occupancy of the AFF4 and ELL2 com-
ponents of SEC correlates with a high level of expression
of genes in mouse ES cells (Fig. 1E) suggesting that SEC is
frequently associated with highly transcribed regions.

Paused Pol II and recruitment of SEC at the
developmentally regulated Hox clusters in ES cells

The SEC was discovered based on the purification of
several of the MLL chimeras that are commonly found in

SEC in ES cells
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MLL-rearranged leukemias (Lin et al. 2010). It is not
currently known why SEC components are so frequently
found to be translocation partners with MLL. One possi-
bility is that the genes misregulated by MLL chimeras,
such as the HOX genes, are normal SEC targets. In these
leukemias, MLL target genes become misregulated when
SEC is recruited inappropriately and prematurely acti-
vates transcription by releasing paused Pol II (Lin et al.
2010; Mohan et al. 2010; Smith et al. 2011). Many
developmentally regulated genes in flies and mammals
have paused Pol II at the TSS before their activation

during development (Muse et al. 2007; Zeitlinger et al.
2007). In mammalian stem cells, these genes are charac-
terized by a bivalent mark of both H3K4 and H3K27
trimethylation on the same gene (Bernstein et al. 2006).
Looking within the Hox clusters in ES cells, we found
bivalent marks co-occurring with Pol II at the TSS at
four of the Hoxa cluster genes (Hoxa1, Hoxa3, Hoxa4,
and Hoxa7), but not at the promoters of the Hoxb genes
(Fig. 2).

The regulation of gene transcription at the level of
paused Pol II and its controlled release have been best

Figure 1. Global occupancy of the SEC subunits in mouse ES cells. (A) Schematic representation of the SEC. The SEC is a P-TEFb-
containing complex that contains various combinations of four types of proteins: ELL1–3; EAF1–2; AFF1 and AFF4; and AF9 and ENL.
P-TEFb itself consists of Cdk9 and CycT1/2 and is best characterized as an RNA Pol II CTD kinase. (B) Genome-wide analysis of SEC
components AFF4, ELL2, and Cdk9 by ChIP-seq in ES cells found SEC enriched at a subset of actively transcribed genes. Shown are two
genes with high levels of expression in ES cells. (Left panel) The Pdk1 gene is occupied by the SEC subunits ELL2 and AFF4. (Right
panel) The Degs1 gene does not have significant levels of the SEC components AFF4 and ELL2. H3K36 trimethylation (H3K36me3) and
H3K79 dimethylation (H3K79me2) data from Marson et al. (2008) are shown as markers of actively transcribed genes. (C) Venn diagram
analysis of AFF4- and ELL2-occupied genes. Around 50% of AFF4-enriched genes are also occupied by ELL2, demonstrating that in
mouse ES cells, these two proteins share a similar global occupancy. (D) Histogram of the genome-wide occupancy of AFF4, ELL2, and
Pol II. The canonical TSS of each gene in the genome was used to measure the distance to the nearest bound region, which is plotted if
falling within 5 kb of the TSS. This analysis shows that SEC components are enriched over the TSS, similar to Pol II occupancy. (E)
AFF4 and ELL2 co-occupy highly transcribed genes. The dark lines in the box plots and the number above the line indicate the median
level of expression for the gene subset indicated. The number below the line indicates the number of Affymetrix probe sets that
correspond to the gene subset. Probe sets for ELL2 and AFF4 cobound genes show significantly higher expression compared with all Pol
II-bound and active genes (P < 1 3 10�16 by Wilcoxon two-sample rank sum test). The gene subset containing neither AFF4 nor ELL2
also shows some highly expressed genes. Genes were called active if they were determined present on the array by the MAS5 algorithm.

Lin et al.

1488 GENES & DEVELOPMENT

 Cold Spring Harbor Laboratory Press on November 14, 2011 - Published by genesdev.cshlp.orgDownloaded from 

http://genesdev.cshlp.org/
http://www.cshlpress.com


studied at the heat-shock genes such as HSP70, as well as
in the control of HIV transcription, and both processes
require SEC (He et al. 2010; Lin et al. 2010; Sobhian et al.
2010). Genes with paused Pol II, such as HSP70, are
transcriptionally engaged with pausing 30–40 nucleotides
downstream from the TSS (Core et al. 2008; Nechaev et al.
2010). These genes contain basal transcriptional machin-
ery at their promoters and have a form of Pol II phosphor-
ylated on Ser5, but not Ser2, of the CTD, and the Pol II is
associated with DSIF/NELF (Nechaev and Adelman 2011).
By all of these criteria, Hoxa1, but not Hoxb1, is occupied
and engaged by paused Pol II (Supplemental Fig. S3).

This led us to ask whether SEC was differentially
recruited to Hoxa1 and not Hoxb1 upon induction by
RA treatment. We performed AFF4, ELL2, and Pol II
ChIP-seq after 6 h of RA treatment of mouse ES cells.
Pol II was recruited to both Hoxa1 and Hoxb1 promoters
after exposure to RA for 6 h (Fig. 2; Supplemental Fig. S4).

Interestingly, AFF4 and ELL2 were only recruited to
Hoxa1, and not Hoxb1, by 6 h of RA treatment (Fig. 2;
Supplemental Fig. S4). However, we cannot rule out the
possibility that SEC was not detected at Hoxb1 due to
lower levels of Pol II and a concomitant decrease in SEC
that falls below our detection level. Our genome-wide
analyses suggest that our ability to detect SEC occupancy
on a gene is not strictly dependent on levels of Pol II or
transcription levels (Fig. 1B,E).

SEC is required for the rapid induction of Hoxa1

Promoter-proximal paused Pol II has been proposed to
allow for a more rapid induction of genes upon differen-
tiation cues (Nechaev and Adelman 2008). Therefore, we
assayed the induction kinetics of Hoxa and Hoxb cluster
genes by RT-qPCR after RA treatment from 2–24 h (Fig.
3A,B). We found that Hoxa1 and Hoxb1 were the first

Figure 2. The Hoxa1 promoter is preloaded with Pol II and recruits SEC after RA treatment in ES cells. (A) Bivalent marks, paused Pol
II, and SEC recruitment to the Hoxa cluster. In ES cells, the whole Hoxa cluster is highly enriched for H3K27me3, and also contains
H3K4me3 at the promoters of a subset of genes, including Hoxa1, Hoxa3, Hoxa4, and Hoxa7. These regions are preloaded with Pol II
(bars indicate regions that have both a bivalent mark and Pol II). (B) Bivalent marks and paused Pol II are both largely absent from the
Hoxb genes, which do not recruit SEC after 6 h of RA treatment. While H3K27me3 marks the whole cluster of Hoxb genes, only
Hoxb4, Hoxb7, and Hoxb9 contain H3K4me3 at their promoters and can be considered bivalent. There is no significant Pol II detected
on the promoters of the Hoxb genes in ES cells. The bar marks a peak of significant Pol II that does not correspond to a known gene
feature. Before RA treatment, there is no detectable AFF4 and ELL2 signal on the Hoxa or Hoxb cluster genes. Both AFF4 and ELL2 are
recruited to the Hoxa1, but not the Hoxb1, gene promoter after exposure to RA for 6 h. Blue boxes highlight the Hoxa1 and Hoxb1

genes. Expanded views of the Hoxa1 and Hoxb1 regions are shown in Supplemental Figure S4.
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genes rapidly induced within their respective clusters,
followed more slowly by other members of the clusters,
in general agreement with the collinearity of expression
that occurs during normal embryonic development
(Duboule and Dolle 1989; Graham et al. 1989; McGinnis
and Krumlauf 1992). The Hoxa1 and Hoxb1 paralogs
functionally synergize in regulating the hindbrain pattern
formation and cranial nerve patterning (Gavalas et al.
2001). During normal mouse development, Hoxa1 is the
first Hox gene expressed in neural tissue directly induced
by RA through a 39 RA response element (RARE). It is
closely followed by RA-mediated induction of Hoxb1
through a similar 39 RARE. Hoxa1 also participates in
the proper activation of Hoxb1 by binding to Hoxb1’s 59

autoregulatory element (ARE), and Hoxb1 further stimu-
lates transcription of its own gene (Popperl et al. 1995;
Studer et al. 1998). Indeed, when looking within the first
6-h window of RA treatment of mouse ES cells, we
observe that Hoxa1 is induced more rapidly than Hoxb1,

mirroring their normal kinetics of induction in neural
development (Fig. 3A,B, blue boxes). The more rapid
induction of the Hoxa1 locus compared with Hoxb1
could result from the presence of paused Pol II before
RA treatment.

Since SEC was only detected at the Hoxa1 promoter,
and not at the Hoxb1 promoter, we asked whether the Pol
II CTD kinase Cdk9 was also differentially localized to
these two genes at early induction time points. Direct
comparisons of Cdk9 at Hoxa1 and Hoxb1 show that
Cdk9 is recruited to both genes as early as 6 h and has
increased occupancy at 18 h (Fig. 3C). When ES cells are
induced with RA for various time points, in the presence
or absence of the Cdk9 inhibitor flavopiridol (Chao and
Price 2001), the induction of both Hoxa1 and Hoxb1 are
diminished (Supplemental Fig. S5). This indicates that
Cdk9 is required for the activation of both genes, even
though the kinetics of their induction differ. This in-
dicates that the recruitment of P-TEFb within SEC,

Figure 3. SEC is required for the rapid induction of the Hoxa1 gene. (A,B) RT-qPCR analysis of Hoxa and Hoxb cluster genes upon RA
treatment. ES cells were treated with RA for different time points as indicated. Total RNAs were extracted from these cells and then
subjected to RT-qPCR analysis using an Applied Biosystems’ custom TaqMan array card. Hoxa1 was the first Hox gene to be induced by
RA. Compared with Hoxa1, the induction of Hoxb1 was much slower within the first 6 h of RA treatment. The blue boxes indicate the
first three RA induction time points. (C) Cdk9 is recruited to both the Hoxa1 and Hoxb1 gene promoters. Cdk9 ChIP was performed to
measure its enrichment on Hoxa1 and Hoxb1 after RA treatment. A hemoglobin gene, Hba (Hemo), serves as a nontranscribed control
gene. (D) ELL2 RNAi inhibits the induction of Hoxa1 and Hoxb1 by RA. shRNA targeting ELL2 or nontargeting shRNA (NonT) was
introduced by lentiviral infection for 3 d before RA treatment. (E) Knockdown of ELL2 reduces Pol II occupancy at Hoxa1 and Hoxb1

after 6 h of RA treatment. Pol II occupancy was assayed by ChIP at the start site of transcription and in the ORF of Hoxa1 and Hoxb1 in
RA-induced cells. Pol II is reduced in the ORF of both Hoxa1 and Hoxb1, and Hoxb1 also shows dramatically reduced levels of Pol II at
its promoter after ELL2 RNAi. The Hoxa1 promoter, but not the Hoxb1 promoter, has prebound Pol II before RA treatment (see Fig. 2;
Supplemental Fig. S4). Error bars represent the standard deviation.
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specifically to Hoxa1, functions in its rapid induction. In
support of this statement, ELL2 RNAi also reduces the
induction of Hoxa1 (Fig. 3D; Supplemental Fig. S5). ELL2
is also required for the induction of Hoxb1; however, this
observation could be explained by the requirement of the
Hoxa1 protein for the full induction of Hoxb1 (Studer
et al. 1998). Accordingly, in the absence of ELL2 (ELL2
RNAi), we also observe the loss of Pol II in the body of the
Hoxa1 gene with no significant change or slight reduction
in occupancy of Pol II at the Hoxa1 promoter (Fig. 3E, top
panel). Furthermore, since Hoxb1 expression requires
Hoxa1 activity and lacks prior paused Pol II in ES cells,
in the absence of ELL2, we detect a loss in Pol II
occupancy both at the promoter and in the body of the
Hoxb1 locus (Fig. 3E, bottom panel). Therefore, Hoxa1 is
likely to be a direct target of SEC, and Hoxb1 is likely to
be an indirect target of SEC. In summary, given the fact
that Hoxa1, and not Hoxb1, possesses paused Pol II and
recruits SEC upon a differentiation signal, we hypothe-

sized that the recruitment of SEC to genes bearing paused
Pol II is associated with rapid induction.

SEC is required for the induction of other rapidly
induced genes in ES cells bearing paused Pol II

Using genome-wide approaches, we asked whether there
were other genes that were regulated similarly to Hoxa1.
We performed gene expression analyses of ES cells treated
for 2–6 h with RA using Affymetrix expression arrays
with probes representing ;30,000 genes (Fig. 4A). Sorting
the gene expression data by fold expression over time
showed that only a small number of genes demonstrated
rapid and sustained induction over this time frame in
a manner similar to Hoxa1 (Fig. 4A,B). We found that
37 genes were rapidly induced at least twofold at 2, 4,
and 6 h post-induction (Fig. 4A,B). Among these genes
was Hoxb1, which our RT-qPCR data had shown was not
as rapidly induced as Hoxa1 (Fig. 3A,B). We therefore

Figure 4. SEC regulates the rapid induction of RA signaling. (A, left panel) Microarray analyses of RA induction of ES cells as
a function of time (2, 4, and 6 h) in biological triplicate. Differentially expressed probes (twofold or more) at the sixth hour post-
induction compared with no induction are shown. Thirty-seven genes were induced twofold or more at each of the 2-, 4-, and 6-h time
points (demarcated by the orange bracket). (B) Of the 37 induced genes, nine of them recruited SEC (ELL2 and AFF4). Newly recruited
SEC genes are cobound at 6 h post-induction and are not cobound before induction. (C) RT-qPCR analysis of some of the induced genes
identified from the microarray analysis. ES cells were treated with RA for the indicated time points, 0 h (T0), 2 h (T2), 4 h (T4), 6 h (T6),
8 h (T8), and 12 h (T12). Genes that recruit SEC are shown in yellow and genes that do not recruit SEC are shown in blue. Nrip1, which
does not recruit SEC but is rapidly induced, is shown in green. Error bars represent the standard deviation. (D–F) Examples of ChIP-seq
data showing SEC recruitment to RA-induced genes. Shown are Aqp3, Cdx1, and Erf, three of the nine genes from B.
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performed RT-qPCR analyses of other genes from the
top of this list to confirm their patterns of induction
(Fig. 4C). These RT-qPCR studies demonstrated that two
of the genes identified by microarray, Dleu7 and Csn3
(Fig. 4C, blue), behaved similarly to Hoxb1 and were not
as rapidly induced as Hoxa1, while two others showed
the kinetics of rapid induction similar to Hoxa1 (Fig. 4C,
yellow).

Many of the induced genes that recruited SEC had
bivalent histone marks and paused Pol II prior to RA
induction. Genome browser track files for some examples
are shown in Figure 4, D–F. Regardless of whether genes
are rapidly or more slowly induced, Cdk9 was recruited
and required for their induction (Supplemental Fig. S7).
This analysis indicates that several genes that recruit SEC
with Cdk9 respond more rapidly and uniformly to de-

velopmental signals than genes recruiting Cdk9 without
SEC. However, the existence of genes like Nrip1, which is
induced with similar kinetics to Hoxa1 (Fig. 4C, green)
but does not recruit SEC, suggests that while SEC is
a major form of the Cdk9 complexes recruited to genes for
rapid gene activation, other pathways to rapid gene
activation are also possible.

We tested for the presence of another P-TEFb inter-
actor, Brd4, on these genes and demonstrated that although
Brd4 is recruited to these loci upon RA induction (Fig.
5A), its reduction by RNAi has very little to do with their
activation by RA, except for the Aqp3 gene (Fig. 5B,C).
This observation suggests that although Brd4 is also
recruited to those SEC target sites, it might not play
a major role for their activation (Fig. 5A–C). Perhaps, as in
the case of HIV-1 transcriptional regulation, Brd4 has

Figure 5. Brd4 is broadly present, but not broadly required, for RA induction of genes. (A) ChIP of Brd4 at RA-6-induced genes. Brd4
levels significantly increase at all RA-6-induced genes tested. The Hba gene serves as a nontranscribed control gene. (B) shRNA-
mediated knockdown of Brd4. Two different shRNA constructs targeting Brd4 and a nontargeting shRNA (NonT) were introduced by
lentiviral infection for 3 d before RA treatment. Brd4 levels were significantly reduced by Western analysis. Triangles indicate titrations
of cell extracts. Tubulin serves as a loading control. (C) Induction of genes with RA is not broadly affected by Brd4 knockdown. Several
genes, identified in Figure 4 as rapidly induced, were assayed for expression levels before and after RA treatment. Only Aqp3 showed
a significant decrease in its induction. Error bars represent the standard deviation. (D–F) SEC is recruited to the immediate early genes
in HCT-116 cells after serum stimulation, genes previously identified as regulated by Brd4-containing P-TEFb complexes. HCT-116
cells were starved for 40 h before the 30-min add-back of serum. (D–F) Genome browser track files of three serum-induced genes, which
were previously shown to be rapidly induced after serum stimulation (Donner et al. 2010). SEC is recruited to ATF3 and FOS
concomitant with release of paused Pol II into the gene body. PLK2 is shown for comparison as a gene induced by serum that does not
recruit SEC.
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a role in maintaining basal levels of transcription, but not
in the activation of these genes (Yang et al. 2005).

SEC is also required for the rapid transcriptional
induction of many growth-related immediate early
genes in human cells

Given the small number of RA-induced genes in the
mouse ES system, we sought another system to deter-
mine to what degree SEC regulates rapid transcriptional
responses to environmental signals. Therefore, we in-
vestigated the role of SEC in the induction of genes in
response to serum in human cells (Fig. 5D–F; Supplemen-
tal Fig. S8). The immediate early genes induced by growth
factors are some of the best-characterized genes regulated
at the level of the release of paused Pol II (Simone et al.
2001; Kong et al. 2005). We performed ChIP-seq of SEC
and Pol II in HCT-116 cells before and after serum
stimulation. SEC components are also enriched at the
TSS in HCT-116 cells, consistent with their distribution
in ES cells (Fig. 1E, Supplemental Fig. S8A). SEC was
newly recruited to 55 genes within 30 min of serum
stimulation (Supplemental Fig. S8B). Similar to what we
observed in ES cells (Fig. 1E), genes bound by AFF4 and
ELL2 showed higher levels of expression than those that
lacked SEC (Supplemental Fig. S8C,D). Previous gene
expression analysis of serum-inducible genes in HCT-
116 cells identified 29 genes that were up-regulated two-
fold or more within 30 min of serum stimulation (Donner
et al. 2010), 12 of which recruited both AFF4 and ELL2.
We also performed RNA-seq analysis in these cells in the
presence and absence of serum stimulation and identified
66 genes, which were induced above twofold, including
26 out of the 29 genes identified by Donner et al. (2010).
To more precisely characterize the induction kinetics of
these genes, we performed RT-qPCR on 17 serum-in-
duced genes at different times after serum stimulation
(Supplemental Fig. S8E). As we had seen with RA in-
duction, serum-responsive genes were induced at varying
rates, with SEC recruitment frequently occurring on the
most rapidly induced genes (Supplemental Fig. S8D,E).
Thus, SEC appears to be one of the major factors in the
rapid release of paused Pol II in response to developmen-
tal and environmental stimuli.

Dynamic transcriptional induction requiring SEC
without the presence of paused Pol II

To date, published studies indicate that paused Pol II
functions in the rapid and robust induction of many
developmentally regulated genes (Rougvie and Lis 1988;
Muse et al. 2007; Zeitlinger et al. 2007; Nechaev and
Adelman 2008; Boettiger and Levine 2009). However, our
genome-wide expression and ChIP-seq data identified
one gene that is extremely rapidly induced by RA: the
Cyp26a1 gene (Fig. 6). Cyp26a1 encodes a cytochrome
P450 that metabolizes RA (Duester 2008). The Cyp26a1
gene bears several RAREs in its promoter and is known to
be one of the most rapidly induced genes after exposure
to RA (Alexander et al. 2009). Loss of Cyp26a1 is toxic to
development in mice, but this toxicity can be rescued by

the loss of RA receptor g (RARg) (Abu-Abed et al. 2001;
Sakai et al. 2001). While the Cyp26a1 gene appears to
have high levels of H3K27 trimethylation, it contains
very low levels of H3K4 trimethylation compared with
Hoxa1 (see Figs. 2A,B, 6A). Also, this gene lacks paused
Pol II in the untreated ES cells (Fig. 6A). After RA
addition, Pol II and SEC are recruited to Cyp26a1 by 6 h
post-induction (Fig. 6A). In mouse ES cells, Cyp26a1 is
more rapidly induced when compared with Hoxa1 and
Hoxb1 (Figs. 4C, 6B). Knockdown of ELL2 by shRNA
treatment causes a reduction in Cyp26a1 activation and
also affects the recruitment of Pol II in its promoter and
gene body (Fig. 6C,D), while flavopiridol completely
eliminates Cyp26a1 induction, indicating that this gene
requires Cdk9 for its rapid induction by RA treatment
(Supplemental Fig. S9). Furthermore, reduction of the
Brd4 level by RNAi did not significantly affect Cyp26a1
induction, suggesting that it is the SEC version of P-TEFb
that regulates this gene. The dynamic induction of Cyp26a1
without pre-existing paused Pol II suggests that there are
other mechanisms for rapid induction of transcription
during early development, which involves SEC.

Discussion

Our study reports that genes recruiting SEC in human
and mouse cells are capable of rapidly responding in
a dynamic manner to developmental cues. Although the
presence of paused Pol II has been associated with rapid
transcriptional induction, the response to some of the
genes we identified in our study does not require the
presence of paused Pol II. These findings are supported by
the following observations. (1) Hoxa1, but not Hoxb1,
contains paused Pol II on its promoter-proximal region
and, upon developmental cues, SEC is recruited to
Hoxa1, but not Hoxb1. (2) Hoxa1 is induced more rapidly
than Hoxb1 after RA induction in ES cells. (3) Genome-
wide analyses in ES cells identified a set of rapidly in-
duced genes that contain paused Pol II, some of which
also recruit SEC, and transcriptionally respond in a rela-
tively uniform manner to a differentiation signal. (4) SEC
is recruited to some of the immediate early genes upon
serum stimulation in human cells, suggesting that SEC is
one of the regulators of rapidly induced genes in different
cellular contexts. (5) One rapidly induced gene, Cyp26a1,
does not possess paused Pol II prior to induction, but still
requires SEC for its rapid and dynamic activation. There-
fore, while rapid induction is a key function of SEC, the
function of the paused Pol II state is not simply to
mediate rapid induction. It is likely that paused Pol II
has some additional role(s) in developmentally controlled
gene expression, as genes containing paused Pol II at their
promoter-proximal regions transcriptionally respond in
a well-regulated and uniform manner upon induction.

Genome-wide occupancy of SEC components

The SEC was identified through the purification of
several of the MLL chimeric proteins that mediate
leukemogenesis in mixed-lineage leukemias (Lin et al.
2010). SEC contains two classes of elongation factors, ELL
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(represented by ELL1–3) and P-TEFb, which consists of
Cdk9 and CycT1 or CycT2, which were isolated through
biochemical approaches for the discovery of transcription
elongation factors (Marshall and Price 1995; Shilatifard
et al. 1996). The fact that ELL is a translocation partner of
MLL and associates with other translocation partners of
MLL such as AFF1, AFF4, ENL, and AF9 indicates that
SEC function is important for the misregulation of key
developmental genes like the Hox loci that are part of the
leukemogenic process. Our genome-wide approaches
sought to discover the normal developmental role of
SEC using mouse ES cells before and after induction of
differentiation.

SEC is recruited to genes with paused Pol II for rapid
and coordinated transcriptional induction

Many developmentally regulated genes are marked by the
presence of bivalent histone marks, the methylation of

H3K4 and H3K27, DSIF/NELF, and paused Pol II at the
TSS (Bernstein et al. 2006; Stock et al. 2007; Rahl et al.
2010). Since P-TEFb complexes such as the SEC are
proposed to release paused Pol II via phosphorylation of
the CTD and other general factors within the transcrip-
tion complex, we asked whether SEC is recruited to these
genes after induction of differentiation. We first focused
on the Hox loci, because misregulation of Hox transcrip-
tion is strongly implicated in leukemogenesis by MLL
chimeras. The mammalian Hox genes exist in four
clusters and are expressed in a collinear manner during
development, with the most anterior Hox gene (e.g.,
Hoxa1 in mammals) being expressed first from its loca-
tion at the 39 end of the cluster, and a more posteriorly
expressed Hox gene (e.g., Hoxa13) expressed later during
development from its location at the 59 end of the cluster.
Although a large number of developmentally regulated
genes contain bivalent marks and paused Pol II at their
promoters, we found that only a subset of Hox genes

Figure 6. The rapid induction of Cyp26a1 does not involve preloaded Pol II. (A) Pol II, H3K4me3, and H3K27me3 occupancy analysis
of the Cyp26a1 gene before RA induction. Before RA treatment, the Cyp26a1 promoter is significantly enriched for H3K27me3, with
lower levels of H3K4me3. However, there is no detectable Pol II on the promoter. AFF4, ELL2, and Pol II are newly recruited to the
Cyp26a1 gene promoter upon RA treatment. (B) RT-qPCR analysis of Cyp26a1 mRNA levels upon RA treatment. ES cells were treated
with RA for the indicated time points, 0 h (T0), 2 h (T2), 4 h (T4), 6 h (T6), 8 h (T8), and 12 h (T12). Total RNAs were extracted from
these treated cell samples and then subjected to RT-qPCR analysis. (C) ELL2 RNAi inhibits the induction of Cyp26a1 by RA. shRNA
targeting ELL2 or a nontargeting shRNA (NonT) was introduced by lentiviral infection for 3 d before RA treatment. (D) Knockdown of
ELL2 reduces Pol II occupancy at Cyp26a1 after 24 h RA treatment. The Hba gene serves as a nontranscribed control gene. Error bars
represent the standard deviation.
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followed this pattern. For example, four genes within the
Hoxa cluster bear bivalent histone marks and paused Pol
II at their promoters, but no Hoxb genes are marked in
this manner in the ES cells (Fig. 2). Importantly, after
induction of differentiation, Hoxa1 was induced more
rapidly than its paralog, Hoxb1 (Fig. 3). Furthermore, the
SEC was specifically recruited to Hoxa1, and not Hoxb1,
suggesting that SEC releases paused Pol II for rapid
induction of transcription during development. This
mechanism helps to explain the more rapid induction
and regulatory roles of Hoxa1 compared with Hoxb1 in
early neural development (Alexander et al. 2009).

In order to extend these findings beyond the Hox loci,
we undertook genome-wide analyses of expression and
SEC occupancy before and after induction of differentia-
tion with RA. We found additional examples of rapidly
induced genes bearing paused Pol II at their promoter-
proximal region that also recruited SEC, and many of
these were among the most rapidly induced (Fig. 4). These
findings were shown to be more general by studying the
recruitment of SEC to the immediate early genes in HCT-
116 cells after serum induction. The immediate early
genes, including the FOS, JUN, and EGR families, are well
characterized as genes containing paused Pol II and exhib-
iting rapid induction kinetics (Galbraith and Espinosa
2011). As with RA-induced genes, SEC was recruited to
many of the most rapidly induced genes after serum
stimulation (Fig. 5).

Dynamic and rapid transcriptional induction does
not always require paused Pol II

Most of the rapidly induced genes contained paused Pol II
in the undifferentiated ES cells. However, we were able to
identify Cyp26a1 as a gene that was even more rapidly
induced without having prior Pol II occupancy, however,
in an SEC-dependent manner. By all molecular charac-
teristics, Cyp26a1 in the undifferentiated condition ap-
pears to be relatively repressed in ES cells, as it bears
H3K27 trimethylation, only modest levels of H3K4
methylation, and no detectable paused Pol II on its
promoter when compared with other paused Pol II-
regulated genes, such as Hoxa1 (cf. Figs. 2 and 6).

Cyp26a1 encodes a cytochrome, P450, that metabo-
lizes RA and is essential for development. One function of
Cyp26a1 is to restrict the response to RA to the appro-
priate regions of the embryo. Not only is Cyp26a1
extremely rapidly induced compared with other early
RA response genes, but it is induced to much higher
levels than the other very early RA-induced genes con-
taining paused Pol II (Figs. 4, 6, 7).

The function of paused Pol II in modulating
transcription of developmentally regulated genes

Our genome-wide analyses of RA-induced gene transcrip-
tion and SEC recruitment identified three classes of
genes, two of which require SEC for induction (Fig. 7).
One class, which includes Hoxb1, lacks paused Pol II and
does not recruit SEC upon induction (Fig. 7A). A second
class, which includes Hoxa1, contains paused Pol II,

recruits SEC, and is induced more rapidly than the first
class (Fig. 7B). A third class, exemplified by Cyp26a1,
recruits SEC, is induced just as rapidly as the second class,
but to a greater extent than Hoxa1, yet lacks paused Pol II
at its promoter-proximal region before induction, and
requires SEC (Fig. 7C).

The HSP70, FOS, JUN, and EGR families of genes are
well studied and rapidly induced, and contain paused Pol II
in the unstimulated state, leading to the paradigm that
rapid induction is the primary function of paused Pol II
(Nechaev and Adelman 2008; Donner et al. 2010). How-
ever, paused Pol II is not present on Cyp26a1 before its
rapid induction to high levels of transcription, which
suggests that paused Pol II is not a prerequisite for rapid
induction, but rather facilitates coordinated and controlled
induction. Studies in Drosophila have shown that de-
velopmentally regulated genes that have paused Pol II
are activated in a synchronous manner, while develop-
mentally regulated genes that lack paused Pol II have
a more stochastic pattern of induction during development
(Boettiger and Levine 2009; Levine 2011). Having pre-
loaded Pol II and general transcription factors (GTFs)
reduces the number of steps for productive transcription,
and thus could result in a more equivalent and uniform
way to induce gene expression. Genes such as Cyp26a1,
while being required for proper development and being
induced rapidly to high levels, may not need to be as
precisely regulated at the earliest time points of induction.

Overall, our studies demonstrate that SEC is involved
in many of the rapid and dynamic inductions of gene
expression responses to developmental and environmen-
tal cues. P-TEFb was identified >15 years ago (Marshall
and Price 1995) and was soon shown to be required for
HIV transactivation (Mancebo et al. 1997; Zhu et al. 1997;
Wei et al. 1998). Although the majority of P-TEFb is in the
inactive Hexim1 complex, P-TEFb has also been shown to
associate with a variety of factors that could help recruit
it to chromatin in an active form (Bres et al. 2008; He and
Zhou 2011). In this study, we show that the recently
discovered SEC version of P-TEFb is a major regulator of
rapidly induced genes in development. However, our
genome-wide analyses indicate that not all rapidly acti-
vated genes require the SEC components investigated in
this study. How the different P-TEFb complexes are
recruited to regulate distinct sets of genes will be an
important area of future investigations.

Materials and methods

ES cell culture

Mouse ES cells (KH2 and V6.5) were cultured under mouse ES
complete medium on irradiated mouse embryonic fibroblasts
(MEFs). For the shRNA knockdown analysis, viral supernatants
were collected and concentrated after 48–72 h of packaging in
293T cells. ES cells were infected with concentrated lentiviral
particles with polybrene at the concentration of 4 mg/mL. After
3 d of infection, the ES cells were treated with RA for 6 h and
grown one passage off feeders before harvesting for RT-qPCR
analysis. For the flavopiridol (Sigma catalog no. F3680) treat-
ment, ES cells were cultured in feeder-free medium and plated at
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a density of 4 3 105 cells per well in a six-well plate. For the
ChIP-seq analysis, cells were grown under feeder-free medium
ESGRO (Millipore).

HCT-116 cell culture, serum stimulation,

and RNAi treatment

HCT-116 cells were grown in McCoy’s 5A medium supplemented
with 10% FBS. For serum stimulation, cells were first starved by
washing cells twice in PBS, then culturing for 40 h in McCoy’s 5A
without serum. Cells were then either left untreated or treated
with serum for 30 min before harvesting.

Antibodies

Anti-RNA Pol II antibodies were purchased from Covance (8WG16)
and from Santa Cruz Biotechnologies (N-20), and H3K4 trimethyl-
ation (H3K4me3), AFF4, and ELL2 antibodies were generated
in our laboratory as described previously (Lin et al. 2010). A
fragment of human CDK9 (amino acids 204–372) was expressed
as His tag fusion protein in pET-16b, purified on NTA-agarose

according to Qiagen’s protocol, and sent to Pocono Rabbit Farm
and Laboratory for immunization into rabbits.

ChIP and gene expression analysis

ChIP was performed according to previously described protocols
(Wang et al. 2009). RNA for microarray analysis was isolated from
ES cells grown on feeder cells. After induction, cells were washed in
PBS, trypsinized, and replated onto a fresh plate for 30 min.
Unbound cells were harvested and total RNA was extracted with
Trizol. For RT-qPCR, RNA was isolated with the RNeasy (Qiagen)
kit, treated with DNase I, and repurified with RNeasy. Hox

expression assays were purchased from Applied Biosystems in
a custom TaqMan array card. Five reference controls were experi-
mentally validated using geNorm. Gapdh and Tbp were found to be
stably expressed and were used for normalization. Relative expres-
sion levels were determined using the comparative cycle threshold
method. ChIP-seq and other data analyses can be found in the
Supplemental Material. ChIP-seq and expression data have been
deposited at the Gene Expression Omnibus (GEO) under the
accession number GSE30268.

Figure 7. Diverse mechanisms for rapid activation of genes during development. The top panel shows that rapidly activated genes can
be further subdivided into distinct categories, A–C. (A) The Hoxb1 gene newly recruits Pol II and GTFs in a classical gene activation
mechanism, where RAR/RXR binds in the presence of RA and, with the help of coactivators, recruits GTFs and Pol II. (B) Paused Pol II,
with DSIF/NELF, is present at the TSS of developmentally regulated genes, such as Hoxa1. In the presence of RA, RAR/RXR recruits
SEC to stimulate transcription elongation through phosphorylation of the DSIF/NELF and the Pol II CTD. (C) Cyp26a1, a de-
velopmentally regulated gene that lacks paused Pol II, is induced by RA in a SEC-dependent manner. All of the same factors are present
after RA treatment as seen at Hoxa1, but Cyp26a1 is induced to higher levels, suggesting that paused Pol II may serve to help regulate
activation to equivalent levels.
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